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Executive Summary

The explosive growth of the multimedia content and the wide use of World Wide Web (WWW) have necessitated the development of tools for effective and efficient content management. Traditional image retrieval paradigm uses key word annotation for image retrieval. Visual feature extraction applied to content based image retrieval has been studied since last decade. Most of the work on image retrieval concentrated on the use of low-level visual feature analysis such as color, texture and shape. Content Based Image Retrieval (CBIR) is considered to lay at the crossroads of many research areas. While it has been mainly driven by image processing and computer vision at the early stages, artificial intelligence and human computer interaction have influenced its more recent advances. Nevertheless, the “Semantic Gap”, has indeed been the reason for obtaining low satisfactory results form CBIR systems. Hence, the researchers have shifted the attention from content based to context based multimedia retrieval, with image being prime importance. The problem of image retrieval starts with the basic problem of image clustering and classification. An efficient clustering and classification algorithm would result in satisfactory results of CBIR systems. To aid the users in with information overload problem, recommender systems are being developed. These recommender system uses prediction techniques, which calculates the interest rate of the user on a particular semantic concept. Recent developments in applied and heuristic optimization have been strongly influenced and inspired by natural and biological system. Biologically inspired optimization techniques are partially based on observations of the socio-biologist E.O.Wilson. In particular his statement: “In theory at least, individual members of the school can profit from discoveries and previous experience of all other members of the school during the search for food. This advantage can become decisive, outweighing the disadvantages of competition for food, whenever, the resource is unpredictably distributed in patches”. The advantages of modeling optimization problems using this socio-biological paradigm are manifold: The model is less complex, it performs inherently better in multi-dimensional environment and the convergence rate to the optimal solution is faster.

In this report, a comprehensive review of the literature related to User relevance feedback and Biologically Inspired System along with the review of clustering and classification algorithms are depicted in order to dress the entire picture of the vast amount of techniques currently available. Also, included is the state of the art on Recommender systems and prediction techniques, used to aid users handling the information overload problem. In spite of this extensive variety of methodologies, there are a large number of issues that remain to be investigated. These are also exposed here and will most probably constitute future collaborative work within the K-Space consortium

Abbreviations and Acronyms
	ACO
	Ant Colony Optimization

	ACS
	Ant Colony System

	AIS
	Artificial Immune System

	ART
	Adaptive Resonance Theory

	AS
	Ant System

	BIRCH
	Balanced Iterative Reduced Clustering using Hierarchies

	BPSO
	Binary Particle Swarm Optimization

	CBIR
	Content based Image Retrieval

	CBSD
	Contour based Shape Descriptor

	CPSO
	Cooperative Particle Swarm Optimizer

	CSD
	Colour Structure Descriptor

	CURE
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	General Linear Vector Quantization
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	Linear Vector Quantization
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	MOO
	Multi-objective optimization

	MOPSO
	Multi-objective Particle Swarm Optimization

	NN
	Neural Networks

	PAES
	Pareto Archived Evolution Strategy
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	Principle Component Analysis
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	Particle Swarm Optimization

	RBF
	Radial Basis Function

	RBSD
	Region based Shape Descriptor

	RF
	Relevance Feedback

	RS
	Recommender System

	SNN
	Synergetic Neural Network

	SOFM
	Self Organizing Feature Maps

	ST
	Spanning Tree

	SVM
	Support Vector Machines

	TBD
	Texture Browsing Descriptor

	TPSO
	Turbulent Particle Swarm Optimization

	TSP
	Travelling Salesman Problem

	TVAC
	Time Varying Accelation Cooefficients


Glossary
Hierarchical Clustering: Hierarchical Clustering constructs a tree like nested structure partition of input data. Two types of Hierarchical clustering are commonly used, Agglomerative and divisive. In Agglomerative clustering individual clusters are combined to form the final cluster. In Divisive clustering, a single cluster is divided into pre-determined number of clusters.
Partitional Clustering: Partitional Clustering attempts to cluster the set directly, in a manner that depends on a set of parameters. These parameters are then adjusted to optimally satisfy a chosen criterion of separation and compactness of clusters.

User Relevance Feedback: Relevance Feedback is a system in which a human and a computer are to interact to refine high – level query representation based on low-level features.
Recommender System: Recommender systems aim to aid users’ to deal with information overload problem, by selecting and suggesting items that may be of relevance to them, drawing from repositories that can be arbitrarily large.

Prediction Technique: A Prediction Technique is an algorithm that predicts how interested a user will be in an item by calculating a predicted rating.
Ant Colony Optimization: Ant Colony Optimization is one of the Biologically Inspired systems. This optimization technique simulates the Any Colony Communication in order to solve the optimization problems.
Particle Swarm Optimization: Particle Swarm Optimization is one of the Biologically Inspired Systems. This optimization technique simulates the choreography of the Bird flock in solving the optimization problem.
1.0 Introduction

The explosive growth of the multimedia content and the wide use of World Wide Web (WWW) have necessitated the development of tools for effective and efficient content management. Key word annotation is the traditional image retrieval paradigm. Visual feature extraction applied to content based image retrieval has been studied since last decade. Most of the work concentrated on low-level visual feature analysis such as color, texture and shape. Content Based Image Retrieval is considered to lay at the crossroads of many research areas. While it has been mainly driven by image processing and computer vision at the early stages, artificial intelligence and human computer interaction have influenced its more recent advances. Nevertheless, the “Semantic Gap”, has indeed been the reason for the low efficiency CBIR systems. Hence, the researchers have shifted the attention from content based to context based multimedia retrieval, with image being prime importance. The problem of image retrieval starts with the basic problem of image clustering and classification. In this report, a comprehensive review of the literature related to User relevance feedback and Biologically Inspired System along with the review of clustering and classification algorithms are depicted in order to dress the entire picture of the vast amount of techniques currently available. The clustering and classification algorithms operate on the MPEG – 7 low-level descriptors, such as colour, texture and shape. A comprehensive state of the art on multimedia content analysis is provided in deliverable D3.1. The deliverable D3.1 includes a chapter on low-level multimedia content descriptors in which visual, audio and textual descriptors are discussed. Among other chapters, a chapter on Similarity Metrics is also included which reports the various distance metrics and norms that are currently used for calculating similarity and is also used for retrieval. In spite of this extensive variety of methodologies, there are a large number of issues that remain to be investigated. These are also exposed here and will most probably constitute future collaborative work within the K-Space consortium.
The report is organized as follows. In chapter 2, the image content is analyzed with a brief description of the MPEG – 7 colour, texture and shape descriptors. In chapter 3, the state of the art on Clustering and Classification algorithm is presented. In chapter 4, User Relevance Feedback is reviewed, along with review of the existing relevance feedback system. In chapter 5, the state of the art on Recommender System is presented followed by biologically inspired optimization systems in chapter 6, in which, Ant Colony optimization and Particle Swarm Optimization are analyzed. Conclusion is provided in Chapter 7.
2.0 The Image Content Analysis 

2.1 Introduction

To exploit the full benefit of the explosive growth of multimedia content, there is a strong and immediate need to develop efficient techniques for content storage, browsing, indexing and retrieval. The most natural way is manual annotation on which most early work was focused on. However, there exist two major disadvantages considering the large database of multimedia content. First is the vast amount of manual labour required in image annotation and the second is the interpretability, which is more essential. Interpretability results from rich contents in images and the subjectivity of human perception. Recent research in integrating Image Processing techniques has produced a number of new methods for semantic analysis of image content, which plays a role of great importance, when considering creation and update of image databases and an appropriate delivery of information contained in these databases. Researchers have developed techniques for semantic analysis of image utilizing various types of algorithms. However, important semantic information necessary to interpret image content is mostly not represented in single pixels but in meaningful image objects and their relations. These objects may be closely related to fractals or segments, which represent the analyzed image structure units applied for multi-scale image analysis. Basic strategy is to build up a hierarchical network of image objects, which allows representing the image information in different resolutions simultaneously. This approach is being implemented via adequate system, which consists of three principal modules: extraction, representation and retrieval module [Yang99]. 

2.2 Visual Feature Extraction

Due to the large amount of effort demanded by manual indexing, automatic indexing based on visual features has been widely studied as an attractive alternative. Image features are distinguished using primitive characteristics (or attributes) of an image, which serve as the core building block for modern CBIR systems. It is observed that low level visual features such as colour, texture and shape are sometimes, but not always, are correlated well to image semantics. MPEG-7 has been standardized by ISO/ICE/JT11/SC29/WG11 to facilitate content based indexing and retrieval. MPEG-7 visual descriptors can represent the visual characteristics of contents such as colour, shape, texture and region [Manjunath03]. Due to image content varieties and diverse application subjectivity, no universal feature exists for all images. The appropriate features may change from images to images and from applications to applications. Coding requirements include description efficient representation, description extraction and robustness to information errors and loss. The colour feature is one of the most widely used visual features in image retrieval. It is relatively robust to background complication and independent of image size and orientation. Descriptors for the colour feature are corresponds to the statistics of colour distribution, e.g., the colour histogram, the average colour and colour moments [IBM99]. The selection of colour space and colour quantization schemes in calculating these statistical values can greatly influence the efficiency of the underlying descriptors. Texture is one of an important attribute for object identification in images. It has been used to classify and recognize objects and scenes as presented in [Aksoy98]. Shape is also an important attribute in its own right for object detection, representation and motion [Jeannin99]. A brief overview of each MPEG – 7 descriptor is presented below while literature review can be found in [Manjunath03]

2.3 Colour Descriptors

The colour representation in an image for characterizing perception, coherency and spatial distribution are proposed in MPEG – 7 colour descriptor. MPEG-7 defines five colour descriptors and these descriptors cover various aspects of colour and application areas. They are as follows:
· Dominant Colour
· Scalable Colour
· Colour Structure

· Colour Layout

· Group of Frames/Group of Pictures Colour
Besides the descriptors listed above, MPEG – 7 colour descriptor contains two basic blocks or datatypes: Colour Space and Colour Quantization [Jung99, Tabatabai99]. 
2.4 Colour Space

The Colour Space datatype is used to specify the colour space that a given descriptor refers to. It defines four colour spaces: RGB, YCbCr, HVS and HMMD. For flexibility, a new colour space can be defined by specifying the linear transformation from RGB colour space. A colour perceived by the human eye can be defined by a linear combination of the three primary colours red, green and blue. These three colours form the basis for the RGB-colour space. Hence, each perceivable colour can be defined by a vector in the three-dimensional colour space. The intensity is proportional to the length of the vector, and the actual colour by the two angles describing the orientation of the vector in the colour space. 
The RGB-space can also be transformed into other coordinate systems, which might be more useful for some applications. One common basis for the colour space is HSV. In this coordinate system, a colour is described by its intensity, Hue (average wavelength), Saturation (the amount of white in the colour). This colour space directly derives the intensity and colour of perceived light and is therefore more likely to be used by human beings. 

2.5 Colour Quantization
This datatype defines an uniform quantization of the given colour space. Quantization is the reduction of the number of unique colours in an image. In MPEG – 7 linear, non-linear and lookup table quantisation methods are supported. In the linear approach the normalised colour value range is divided into equal intervals. Each quantized colour is represented by a colour value using three components according to the quantization type used, and using a lookup table quantization is achieved instantly, otherwise it has to be calculated from predefined formulas and the current index. Only the Dominant Colour descriptor actually uses these two datatypes directly. All the other descriptors fix the colour space and specify their own quantization, but refer to the Colour Space for the definition of transformations.

2.6 Texture Descriptors

Texture is an important descriptor for visual perception and discrimination of image content. Texture features are used within a range of applications, including identification of landmarks, such as mountains and lakes in ariel photography. Texture descriptors are used to describe regions of image where different textures appear. Descriptors for texture features can be classified into two categories: statistical model – based and transform-based. Since texture patterns are important features for object recognition and description, MPEG – 7 targets to incorporate texture features with spatial information. 
Two classes of textures have been recommended for core experiment:

· Homogeneous Texture Descriptor

· Edge Histogram Descriptor

· Texture Browsing Descriptor

Ricoh et al proposed a spatial edge distribution and spatial texture distribution descriptors. Spatial edge distribution is abstract information to describe outlines of objects while spatial texture distribution describes the spatial location of texture. An image is first partitioned into predetermined image blocks. For each block, the amount of edges or the centroid of edge areas, is calculated from four directions, i.e.
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. Texture for each block is extracted by using the co – occurrence array, and thirteen features can be calculated from co-occurrence array elements [Mottaleb99]. The Texture Browsing Descriptor (TBD) specifies the perceptual characterization of a texture, which is similar to human characterization, in terms of regularity, coarseness and directionality. The homogenous Texture Descriptor characterizes the region texture using the mean energy and the energy deviation from a set of frequency channels.
Many methods have been developed to describe texture patterns and researchers attempt to combine them to derive multiple descriptors.

2.7 Shape Descriptors

Several qualitative and quantitative techniques have been developed in characterizing the shape of objects within an image. Shape features are useful for classifying objects in a pattern recognition system and for symbolically describing objects in an image processing system. Some of these techniques apply only to binary images while others can be extended to gray level images. On one hand, the shape is an important feature in object representation and recognition [Kim99a] and on the other hand, it is a challenge to extract a set of accurate yet simple shape representations to specify an object since the shape is a projected result of a 3D object onto a 2D plane [Kim99b]. For video data, object shapes and motion are often combined in object representation and analysis. For still images, only object shape descriptors are relevant. According to different applications and requirements, MPEG – 7 clusters shape descriptors into two groups addressing different functionalities. 
· Counter-Shape Descriptors

· Region-Based Shape Descriptors 

The first descriptor addresses similarity-based retrieval for simple pre-segmented shapes, defined by a closed contour [Muller99]. The requirement here is that the solution should be scale and rotation invariant and should be robust to small non-rigid deformations. The second descriptors addresses similarity-based retrieval for complex shapes, defined as a sum of disjoint binary regions. The requirement here is that the techniques should be scale and rotation invariant, but the requirement of a non-rigid deformation is not imposed.

2.8 Image Structure 
A procedure based on Fractal Net Evolution is considered to be an efficient method to describe complex semantics within largely self-constructing and dynamic networks. It combines insights in the fractal structure of the world and of semantics with object orientation. The procedure first extracts image objects, which afterwards are classified by means of fuzzy-logic [Baatz99]. Many other methods applied for semantic analysis of image content are based on existing of objects called segments; regardless the image to be analyzed is of static or dynamic nature [Chang00, Katharine00, Thong03, Viktor02].
Let us consider an image, which has an appropriate information capability, represented by the set of facts or information. This image consists of (n) segments, while one set of facts or information (SFI) describes one image segment, from semantic point of view (see also Fig.1). A function defined on selected SFI is called: partial semantic function 
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Each segment represents a piece of image and has its header and body. The segment’s body represents a visible piece of image and consists of two types related subordinated areas. The first type closely related to subordinate areas is called cluster and the second type of subordinated areas is called gasp (see also Fig.2). Clusters and gasps are considered to be visible parts of an image segment. A segment header contains pointers closely related to semantic networks and their components, which describe image and its structural units (clusters and gasps) from semantic point of view. A segment header is considered to be an invisible part of the image segment. 
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Figure 1: Image divided into segments
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Figure 2: A Structure of segment

One central point (e.g. A, B, C, D or G1, G2, G3) is assigned to each of clusters 
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These considerations lead to application of fuzzy sets when interpreting and formalizing a semantic content of image and its structure units (segments, clusters and gasps). According to this fact, SFI sets might be considered to be fuzzy sets, based on which are defined the above-mentioned semantic functions: partial and final semantic function together with their appropriate values. However, these functions have a fuzzy character as well. 
2.8 Semantic Aspects of Image Structure Units 

In general segments, clusters and gasps are considered to be the principal units related to structure of image. They have an appropriate semantic content, which may be interpreted via semantic networks of facts and information and quantified via partial semantic functions and values. A text in natural language (hereinafter known as TNA) may describe a content of any image or its segments, while the following rules may be postulated: 

In any image, its segments, clusters or gasps may be described via text in natural language and any text in natural language [ICA22]. One or more fragments may describe one image cluster, gasp from semantic point of view. 
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· A semantic function is considered to be a facility for quantitative representation of semantic networks, which describe semantic content of any image cluster, gasp and segment. 

· Principal terms and relating terms represent variables of semantic function and term to be explained represents the semantic function value 
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Where 
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. As mentioned above, any image or its segments may be described via text in natural language. They may be grouped to fragments. These fragments are treated according to principles described in. On the other hand one sentence or more sentences in natural language describe an appropriate image segment. There may be two principal approaches: 

· Semantic analysis of image content (description of image based appropriate semantic networks and reference database respectively. 

· Completing of image based on selected sentences or fragments concerning to appropriate image segments. 

The term “A Life Cycle of Image” is closely related processing of image, which passes through two types of phases closely related to [Gonzalez93]: 
· Semantic analysis of image content and creation of image database or knowledge base. 

· Retrieval and presentation of image database or knowledge base for information or knowledge delivery purposes. 

However, the phase called: “Semantic analysis of image content and creation of image database” contains subordinated phases defined as follows [Cha99]: 

· Decomposition of image into segments (see also Fig.1) 

· Determination of clusters and gasps within each of segments (see also Fig.2) 

· Assignment of 
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· Assignment of appropriate text fragment or fragments to each 
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· Analysis of actual text fragments in order to get appropriate 
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· Creation of appropriate semantic networks and partial semantic functions and values. 

· Creation of a final semantic function and assignment its semantic value to the analyzed image. 

· Retrieval and presentation of image database content 

To improve the image retrieval performance, it becomes clear that image classification tools should be used in combination with the feature-based retrieval technique. That is, it is desirable to classify images in the image database into several categories via image classification first. Then, we will decide which features and descriptors to be used in the retrieval phase.
3.0 Classification and Clustering Algorithms

3.1 Introduction

The problem of cluster analysis has been attempted by wide-range of researchers from different communities such as statistics, computer science, machine learning, pattern recognition, data mining and other related fields [Everitt00], [Hathaway00], [Bobrowski91]. In cluster Analysis, a group of objects are split up into a number of more or less homogenous subgroups on the basis of an often subjectively chosen measure of similarity. As a result, a wide range of clustering algorithms are proposed and implemented for the corresponding area of application. This report reviews such state of the art algorithm from an Image Clustering and classification stand point. 

Cluster is described by considering the internal homogeneity and the external separation. Thus, the distance between the elements of a cluster is minimized and the distance between different clusters is maximized. The clustering algorithm can be broadly classified into supervised clustering and unsupervised clustering. In supervised clustering the classes are predefined and the task is to understand the basis of classification from a set of labelled objects. In unsupervised clustering the clustering classes are unknown a prior to the data objects. The clustering classes are to be found out from the data.

Image classification helps the selection of proper features and descriptors for the indexing and retrieval purpose. It enhances not only the retrieval accuracy but also the retrieval speed, since a large image database can be organized according to the classification rule and search can be performed within relevant classes. Current work of image classification relies on either low-level features or heuristically rules. The image classification is the task of classifying images into semantic categories with or without supervised training. Generally speaking there are two types of classification schemes: supervised and unsupervised [Xu05]. The task of supervised classification requires relevance feed-back and/or correction from a human annotator. On the contrary, unsupervised classification does not require human intervention. The main task of classification with unsupervised learning, common known as clustering, is to partition a given data set into groups (clusters) such that the data points in a cluster are more similar to each other than points in different clusters. Thus, the aim is to generate classes which allow us to discover similarities and differences, as well as to provide a concise summarization and visualization of the image content.
3.2 Distance and Similarity Measures
The Minkowshi distance is a metric and is invariant to translation and rotation only for 
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(Euclidean distance). Features with large values and variances tend to dominate over other features. Richard J. Hathaway James C. Bezdek and Yingkang Hu in [Hathaway00] applied Minkowshi distance for Fuzzy c-means (FCM) clustering algorithm. 

The Euclidean distance is the most commonly used metric. It is a special case of Minkowshi distance with
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. This metric tends to form hypersperical clusters. J.MacQueen applied Euclidean distance metric to K-means [Duin99]. 

The city block distance is a special case of Minkowshi distance where
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, and it tends to form hyperrectangular clusters. G.Carpenter, S.Grossberg, and D. Rosen have applied this distance metric to Fuzzy ART [Carpenter88].

The Mahalanobis distance removes the effect of linear correlation between features by including the covariance matrix. If the covariance matrix is equal to identity matrix, then the Mahalanobis distance is equivalent to Euclidean distance. If the covariance matrix is a diagonal matrix, then it is referred as Normalized Euclidean distance. This distance metric forms the hyper ellipsoidal clusters. Pearson Correlation is not a metric, rather derived from correlation coefficient. This measure cannot detect the magnitude between two variables. This measure is applied in gene expression data. Point symmetry distance is not a metric, used to compute the distance between an object and a reference point. Distance is minimized when a symmetry pattern exists. This measure is applied in Symmetry based K-means.

Cosine Similarity metric is independent of vector length also invariant to rotation, but not to linear transformations. This measure is most commonly used for document clustering.  The selection of different measures is problem dependent. For binary features, a similarity measure is commonly used; however, the dissimilarity measure can be obtained by
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is the similarity measure.
3.3 Clustering Algorithms

The basic procedure for cluster analysis consists of four steps; (1) feature selection or extraction, (2) cluster algorithm design or selection, (3) cluster validation and (4) results interpretation. Feature selection chooses the distinguishing features from a set of candidates, while feature extraction utilizes some transformations to generate useful and novel features from the original ones. Both steps are very crucial for the effectiveness of the algorithm.

3.3.1 Hierarchical Clustering

Hierarchical clustering attempts to construct a tree like nested structure partition of
[image: image54.wmf]X

, 
[image: image55.wmf])

,...,

,

(

2

1

q

H

H

H

H

=

where
[image: image56.wmf])

N

Q

£

. For hard partition clustering, each pattern only belongs to one cluster. However, a pattern may also be allowed to belong to all clusters with a degree of membership
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The hierarchical clustering is a tree showing a sequence of clustering with each cluster being a partition of the data. However, the data clustering is not carried out in one single step. The process starts with a single cluster containing all elements and proceeds to n individual clusters containing single elements. The Partitional clustering is defined by their centres. The presence of the cluster in a cluster is defined by the closed centre. The cluster size is defined to be the sum of the distances of each point to the centre of the cluster. 

Hierarchical clustering (HC) algorithm organizes the data into a hierarchical structure according to the proximity matrix. For a data set with N input patterns, an 
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 symmetric matrix, called proximity matrix was defined, whose 
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 element represents the similarity and dissimilarity measure for the 
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 patterns. The result of HC is depicted by a tree or dendrogram. The root node represents the whole data set, and the leaf node is regarded as a data object. The intermediate nodes, thus, describe the extent that the objects are proximal to each other; and the height of the dendrogram usually expresses the distance between each pair of objects or clusters, or an object and a cluster. The ultimate clustering results can be obtained by splitting the dendrogram at different levels. This representation provides very informative descriptions and visualization for the potential data clustering structures, especially when real hierarchical relations exist in the data, like the data from evolutionary research on different species of organisms. The HC algorithms are mainly classified as Agglomerative and Divisive. Agglomerative clustering algorithm follows the bottom-up approach; it starts with N-individual clusters and progressively merge operations are then followed out that finally lead all objects to the same group. The general agglomerative clustering can be summarized by the following procedures.

· Start with 
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singleton clusters and calculate the proximity matrix for 
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 clusters

· Search the minimal distance and combine clusters to create a new cluster

· Update the proximity matrix by computing the distances between the new clusters and the other clusters

· Repeat the steps 2 and 3 until all objects are in the same cluster.

Based on different definitions for the distance between two clusters, there are many agglomerative cluster algorithms. The simplest and most popular methods include single linkage and complete linkage. The single linkage method, the distance between two clusters is determined by two closest objects in different clusters. On the contrary, the complete linkage method, uses, the farthest distance of a pair of objects to define inter-cluster distance. 

The disadvantage of HC algorithms is that they lack robustness and are, hence sensitive to noise and outliers. Once an object is assigned to a cluster, it will not be considered again for clustering. Other disadvantages include the tendency to form spherical shapes and reversal phenomenon, in which the normal hierarchy is distorted. Tian Zhang, Raghu Ramakrishnan and Miron Livny proposed a data clustering algorithm named BIRCH (Balanced Iterative Reduced and Clustering using Hierarchies) in [Zhang96] to address the problem of dealing with large data sets and to increase the robustness to outliers. In order to achieve this, a new data structure called clustering feature (CF) tree is designed to store the summaries of the original data. A CF tree is a height-balanced tree with two parameters: branching factor
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is the CF of the sub-cluster represented by this child. So a non-leaf node represents a cluster made up of sub clusters represented by its entries. A leaf node contains at most 
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is the threshold parameter that determines the maximum number of entries in the leaf. The CF tree structure captures the important clustering information of the original data while reducing the required storage. Outliers are eliminated from the summaries by identifying the objects sparsely distributed in feature space. After the CF tree is built, an agglomerative HC is applied to the set of summaries to perform global clustering. BIRCH has computational complexity of
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. Some of the advantages of BIRCH are as follows:

· BIRCH is local (as opposed to global) in that each clustering decision is made without scanning all data points or all currently existing clusters. It used measurements that reflect the natural closeness of points and at the same time can be incrementally maintained during the clustering process.

· BIRCH exploits the observation that the data space is usually not uniformly occupied and hence not every data point is equally important for clustering purposes. A dense region of points is treated collectively as a single cluster. Points in sparse region is treated as outliers and removed optionally.

· BIRCH makes use of available memory to derive the finest possible sub-clusters (to ensure accuracy) while minimizing I/O costs (to ensure efficiency).The clustering and reducing process is organized and characterized by the use of an in-memory, height balanced, and highly occupied tree structure. Due to this feature the running time is linearly scalable.

Noticing the restriction of centroid-based HC, which is unable to identify arbitrary cluster shapes, Guha, Rastogi, and Shim developed a HC algorithm in [Guha98], called CURE (Clustering Using Representatives), to explore more sophisticated cluster shapes. The salient features of CURE are listed below.

· CURE employs a novel hierarchical clustering algorithm that adopts a middle ground between the centroid based and the all-point extremes. In CURE a constant number c of well scattered points in a cluster are first chosen. The scattered point captures the shape and extent of the cluster. The chosen scattered points are next shrunk towards the centroid of the cluster by a fraction. These scattered points after shrinking are used as representatives of the cluster. The clusters with the closest pair of representative points are the clusters that are merged at each step of CURE’s hierarchical clustering algorithm. The scattered points approach alleviates the shortcomings of both the all-points as well as the centroid-based approaches.

· Random Sampling and Partitioning: CURE’s approach to the clustering problem for large datasets differs from BIRCH in two ways. First, instead of pre-clustering with all the data points, CURE begins by drawing a random sample from the database. The random samples of moderate sizes preserve information about the geometry of clusters fairly accurately, thus enabling CURE to correctly cluster the input. Second, in order to further speed up clustering, CURE first partitions the random sample and partially clusters the data points in each partition. After eliminating outliers, the pre-clustered data in each partition is then clustered in a final pass to generate the final clusters.

· Labeling data on Disk: Once clustering of the random sample is completed, instead of a single centroid, multiple representative points from each cluster are used to label the remainder of the data sets. The problem with BIRCH’s labeling phase is eliminated by assigning each data points to the cluster containing the closest representative point.

Guha et al in [Guha98] proposed another agglomerative clustering algorithm, ROCK, to group data with qualitative attributes. The authors used a novel measure ‘link’ to describe the relation between a pair of objects and their common neighbours. Like CURE, a random sample strategy is used to handle large data sets. 

Divisive clustering technique works the other way round. An initial cluster is formed consisting of all the elements and then progressively divided into clusters with individual elements. Divisive clustering techniques are essentially of two types, Monothetic which divide the data on the bases of the possession or otherwise of a single specified attribute, and polythetic, where divisions are based on the values taken by all attributes. The most feasible of the polythetic divisive methods is that described by MacNaughton-Smith et al. (1964). Here a ‘splinter’ group is accumulated by sequential addition of the individual whose total dissimilarity with the remainder, less its total dissimilarity with the splinter group, is a maximum. When this difference becomes negative the process is repeated on the two sub-groups. The usual measure of dissimilarity used is the average Euclidean distance between each individual and the other individuals in the group. The algorithm is given in the following steps.

· The individual used to initiate the splinter group is the one whose average distance from the other individuals is a maximum. 

· The average distance of each individual in the main group to the individuals in the splinter group is found, followed by the average distance of each individual in the main group to the other individuals in this group.

· The maximum difference of the individual is therefore accumulated into the splinter group

· The above steps are repeated until a clustering is formed.

This method has the advantage that the computation required is considerably less than for all possible subdivisions method. As with later divisive techniques, an inefficient early partition cannot be corrected at a later stage, but this is also true for agglomerative methods. 

Monothetic techniques are generally used where the data consists of binary variables. A division is then initially into those individuals who possess and those who lack, some specified attribute. If divisions of this type only are considered then for a data set with 
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each of the two sub-sets thus formed and so on. Differences between methods arise because of the different criterion which may be used to choose the particular variable on which to divide. The most common division criteria used are based on the chi-square type statistics.
3.3.2 Partitional Clustering

A partitional clustering algorithm obtains a single partition of the data instead of a clustering structure, such as the dendrogram produced by the hierarchical technique. Partitional methods have advantages in applications involving large data sets for which construction of a dendrogram is computationally prohibitive. A problem accompanying the use of a Partitional algorithm is the choice of the number of desired output clusters. The Partitional techniques usually produce clusters by optimizing a criterion function defined either locally (on a subset of the patterns) or globally (defined over all of the patterns). Combinatorial search of the set of possible labelling for an optimum value of a criterion is clearly computationally prohibitive. In practice, there fore, the algorithm is typically run multiple times with different starting states, and the best configuration obtained from all of the runs is used as the output clustering. 

Squared Error – Based Clustering (Vector Quantization)
The Partitional clustering algorithm assigns a set of objects into K clusters with no hierarchical structure. In principle, the optimal partition, based on some specific criterion, can be found by enumerating all possibilities. But this brute force method is infeasible in practice, due to the expensive computation. One of the important factors in Partitional clustering is the criterion function. The sum of squared error function is one of the most widely used criteria. The K-means algorithm is the best-known squared error-based clustering algorithm. The K-means algorithm is very simple and can be easily implemented in solving many practical problems. It can work very well for compact and hyperspherical clusters. The time complexity of K-means is
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, K-means can be used to cluster large data sets. Parallel techniques for K-means are developed that can largely accelerate the algorithm. The drawbacks of K-means are also well studied. As a result, many variants of K-means have appeared in order to overcome these obstacles. Some of the obstacles of K-means are listed below.

· There is no efficient and universal method for identifying the initial partitions and the number of cluster
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. The convergence centroid varies with different initial points. A general strategy for the problem is to run the algorithm many times with random initial partitions.

· The iteratively optimal procedure of K – means cannot guarantee convergence to a global optimum. The stochastic optimal technique, like simulated annealing and genetic algorithms can find the global optimum with the price of expensive computation. 

· K-means is sensitive to outliers and noise. Even if an object is quite far away from the cluster centroid, it is still forced into a cluster and, thus, distorts the cluster shapes. 

It has been shown that the 
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medoids algorithm has produced better results than the k-means. This approach uses the Medoids from the data set and tries to efficiently minimize the total dissimilarity within each cluster. The steps involved in the algorithm are listed as follows

· Fix the number of clusters 
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and the number of the nearest neighbours
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.

· Randomly select 
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-medoids (without replacement) from the data set
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. These objects represent initial 
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· Assign each object in 
[image: image98.wmf]X

to the cluster 
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 with the closest medoid under Euclidean Distance metric.

· Update 
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medoids. For
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 to the number of clusters 
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· Within the cluster
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, choose a subset
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, that corresponds to 
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 and its 
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nearest neighbours (which have not been evaluated before current iteration) of 
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· Calculate a new medoid. After the old Medoid
[image: image108.wmf]j

m

 is replaced by new Medoid, if it is different from the old one,

· Repeat steps a and b until the Medoid does not change any more

· Repeat steps 3 and 4 until the 
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 Medoids do not change

The three algorithms based on 
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Medoids are PAM, CLARA and CLARANS. 

Compared to the k-means algorithm, 
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 - Medoids has the following features

· It operates on the dissimilarity matrix of the given data set or when it is presented with an
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matrix, the algorithm computes a dissimilarity matrix.

· It is more robust, because it minimizes a sum of dissimilarities instead of a sum of squared Euclidean distances.

The disadvantage of the 
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 - Medoid algorithm is the ‘Time Complexity’ for getting the Medoids.

Mixture Densities Based Clustering (pdf Estimation via Densities)

In the probabilistic view, data objects are assumed to be generated according to several probability distributions. Data points in different clusters were generated by different probability distributions. They can be derived from different types of density functions, or the same families, but with different parameters. If the distributions are known, finding the clusters of a given data set is equivalent to estimating the parameters of several underlying models.

Maximum likelihood (ML) estimation is an important statistical approach for parameter estimation and it considers the best estimate as the one maximizes the probability of generating all the observations. Since, the solutions of the likelihood equations cannot be obtained analytically in most circumstances, iteratively suboptimal approaches are required to approximate the ML estimates. Among these methods, the expectation-maximization (EM) algorithm is the most popular.

EM regards the dataset as incomplete and divides each point
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 is the missing data. Also, 
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chooses value 1 or 0 according to whether 
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The standard EM algorithm generates a series of parameter estimates 
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represents the reaching of the convergence criterion, through the following steps.

· Initialize 
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· E-step: compute the expectation of the complete data log-likelihood
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· M-step: select a new parameter estimate that maximized the Q-function 
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· Increase t = t + 1, repeat steps 2 and 3 until the convergence condition is satisfied.

Some of the major disadvantages of EM algorithms are mentioned below.

The major disadvantages lies with the selection of initial parameters, the effect of a singular covariance matrix, the possibility of convergence to a local optimum and the slow convergence rate, common solutions include one or more of the strategies. The first one is to use multiple random starts and choosing the final estimate with the highest likelihood and initialization by clustering algorithm. Recently, a modified EM algorithm using split and merge operations to escape from local maximum of the log-likelihood.
The second disadvantage lies with the boundary of the selection parameters. EM may converge to the parameter space for example, when fitting a Gaussian mixture with unconstrained covariance matrices, one of the may approach zero and the corresponding covariance matrix may become arbitrarily close to singular. When the number of components assumed is largest than the optimal/true one, this tends to happen frequently, thus being a serious problem for methods that require mixture estimates for various values of
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. This problem can be avoided through the use of soft constraints on the covariance matrix.

Graph Theory Based Clustering

The concepts and properties of graph theory make it very convenient to describe clustering problems by means of graphs. Nodes 'V' in a weighted graph G correspond to data points in the pattern space and edges 'E' reflect the proximities between each pair of data points. If the dissimilarity matrix is defined as 
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Where, 
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is the threshold value. The graph is simplified to an unweighted threshold graph. Single linkage clustering is equivalent to seeking maximally connected subgraphs (components) while complete linkage clustering corresponds to finding maximally complete (Subgraphs). 

Chameleon is a newly developed agglomerative HC algorithm based on the k-nearest graphs in [Karypis99]. The key feature is that it accounts for both interconnectivity and closeness in identifying the most similar pair of clusters. Chameleon operates on a sparse graph in which nodes represent data items, and weighted edges represent similarities among data items. The sparse graph representation allows chameleon to scale large data sets and to successfully use data sets that are available only in similarity space and not in metric spaces. Data sets in a metric space, have a fixed number of attributes for each data item, where as data sets in a similarity space only provide similarities between data items. Chameleon finds the clusters in the data sets by using a two phase algorithm. During the first phase, chameleon uses a graph partitioning algorithm to cluster the data items into several relatively small sub clusters. During the second phase, it uses an algorithm to find the genuine clusters by repeatedly combining these sub clusters. By combining both the relative interconnectivity and relative closeness, which makes chameleon flexible enough to explore the characteristics of potential clusters, chameleon merges theses small subsets and thus comes up with the ultimate clustering solutions. Here, the relative interconnectivity is obtained by normalizing the sum of weights (or averaging weight) of the edges connecting the two clusters over the internal connectivity of the clusters. DTG (Distance time graph) is another important graph representation for HC analysis. Cherng and Lo in [Cherng01] constructed a hypergraph (each edge is allowed to connect more than two vertices) from the DTG and used two phase algorithm that is similar to chameleon to find clusters. For a spatial data, the clustering problem becomes that of finding the densely populated regions of the space and thus grouping these regions into clusters such that the intracluster similarity is maximized and the intercluster similarity is minimized. The hypergraph is initially constructed from the Delaunay triangularization graph of the data set and can correctly capture the relationships among sets of data points. Two phases are developed for the proposed clustering algorithm to find the clusters in the dataset.

Graph theory can also be for non-hierarchical clusters. Zahn's clustering algorithm seeks connected components as clusters by detecting and discarding inconsistent edges in the minimum spanning tree. Hartuv and shamir treated clusters as HCS (highly connected graph), where highly connected means the connectivity of the subgraph is at least half as great as the number of the edges.

A minimum cut procedure, which aims to separate a graph with minimum number of edges, is used to find these HCS's recursively. Another algorithm called CLICK is based on the calculation of the minimum weight cut to form clusters. Here the graph is weighted and the edge weights are assigned a new interpretation, by combining probability and graph theory. CLICK further assumes that the similarity values within clusters and between mean and variances respectively. CLICK recursively checks the current subgraph and generates a kernel list, which consists of the components satisfying some criterion functions. Subgraphs that include only one node are regarded as singletons, and are separated for further manipulation. Using the kernels as the basic clusters, CLICK carries out a series of singleton adoptions and clusters merge to generate the resulting clusters.

Similarly CAST consists of a probabilistic model in designing a graph theory based clustering algorithm. Clusters are modeled as corrupted clique graphs, which in ideal conditions are regarded as a set of disjoint cliques. The effect of noise is incorporated by adding or removing edges from the ideal model, with the probability. CAST is a heuristic implementation of the original theoretical version. CAST creates cluster sequentially and each cluster begins with a random and unassigned data points. The relation between a data point i and C0 being built is determined by the affinity and the threshold parameter 't' when the affinity is greater than threshold it means that the data point is highly related to the cluster and vice versa. CAST alternately adds high affinity data points or deletes low affinity points from the clusters until no more changes occur.
3.3.3 Other Clustering Algorithms

Combinatorial Search Techniques Based Clustering

The basic objective of search techniques is to find the global or approximate global optimum for combinatorial optimization problems, which usually have NP hard complexity and need to search an exponentially large search space. Clustering can be regarded as a category of optimization problems. Given a set of data points
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, clustering algorithms aim to organize them into
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subsets that optimize some criterion function. As, discussed earlier, for a small set of data and subset, the computational complexity is extremely expensive, not to mention the large-scale clustering problems frequently encountered in recent decades. Simple local search techniques, like hill-climbing algorithms, are utilized to find the partitions, but they are easily stuck in local minima and therefore cannot guarantee optimality. More complex search methods and Tabu search are known as stochastic optimization methods, while deterministic annealing is the most typical deterministic search technique can explore the solution space more flexibly and efficiently. Inspired by the natural evolution process, evolutionary computation, which consists of generic algorithms, evolution strategies, evolutionary programming and genetic programming, optimizes a population of structure by using a set of evolutionary operators. An optimization function, called the fitness function, is the standard for evaluating the optimizing degree of the population, in which for each individual has its corresponding fitness. Selection, recombination and mutation are the most widely used evolutionary operators. The selection operator ensures the continuity of the population by favouring the best individuals in the next generation. The recombination and mutation operators support the diversity of the population by exerting perturbations on the individuals. Genetic Algorithms are the most popular approaches applied in cluster analysis. In GA, each individual is usually encoded as a binary bit string, called a chromosome. After an initial population is generated according to some heuristic rules or just randomly, a series of operations, including selection, crossover and mutation are iteratively applied to the population until the stop condition is satisfied. In Hall et al proposed a Genetically Guided Algorithm (GGA) that can be regarded as a general scheme for centre-based (hard or fuzzy) clustering problems. Fitness functions are reformulated from the standard sum of squared error criterion function in order to adapt the change of the construction of the optimization problem (only the prototype matrix is needed). GGA proceeds with the following steps:

· Choose appropriate parameters for the algorithm. Initialize the population randomly with 
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 individuals, each of which represent a 
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prototype matrix and are encoded as gray codes. Calculate the fitness value for each individual.

· Use selection (tournament selection) operator to choose parental members for reproduction.

· Use crossover (two-point crossover) and mutation (bit-wise mutation) operator for reproduction.

· Determine the next generation by keeping the individuals with the highest fitness.

· Repeat steps 2 to 4 until the termination condition is satisfied.

The algorithm CLUSTERING proposed by Lin Yu Tseng and Shiueng Bien Yang, in [Tseng01] includes a heuristic scheme for estimating the appropriate number of clusters in the data. It also uses a nearest-neighbour algorithm to divide data into small subsets, before GA – based clustering, in order to reduce the computational complexity. GA is very useful for improving the performance of K-means algorithms.

Tabu Search is a combinatory search technique that uses the Tabu list to guide the search process consisting of a sequence of moves. The Tabu list stores part or all of previously selected moved according to the specified size. These moves are forbidden in the current search and are called Tabu. The main drawback that plagues the search techniques-based clustering algorithms is the parameter selection. More often than not, search techniques introduce more parameters than other methods (like medoids). There are no theoretic guidelines to select the appropriate and effective parameters. Another problem is the computational complexity paid for the convergence to global optima. High computational requirement limits their applications in large-scale data sets.

Simulated Annealing is also a sequential and global search technique and is motivated by the annealing process in metallurgy. SA allows the search process to accept a worse solution with a certain probability. The probability is controlled by a parameter, known as Temperature 
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 is the change of the energy (cost function). The temperature 
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goes through an annealing schedule from initial high to ultimate low values, which means that SA attempts to explore solution space more completely at high temperatures while favours the solution that lead to lower energy at low temperatures.

Hybrid approaches that combine these search techniques are also proposed. A Tabu list is used in a GA clustering algorithm to preserve the variety of the population and avoid repeating computation. The main drawback that plagues the search techniques – based clustering algorithms is the parameter selection. More often that not, search techniques introduce more parameters than other methods. There are no theoretic guidelines to select the appropriate and effective parameter. Another problem is the computational complexity paid for the convergence to global optima. High computational requirement limits their applications in large – scale data sets.

Neural Network – Based Clustering

Neural Network based clustering has been dominated by self organized feature map (SOFM) and adaptive resonance theory (ART) [Xu05]. In competitive neural networks, active neurons reinforce their neighbourhood within certain regions, while suppressing the activities of other neurons (so called on-centre/off-surround competition). Typical examples include LVQ and SOFM. Intrinsically, LVQ performs supervised learning, and is not categorized as a clustering algorithm. But its learning properties provide an insight to describe the potential data structure using the prototype vectors in the competitive layer. By pointing out the limitation of LVQ, including the sensitivity to initiation and lack of a definite clustering object, Pal et al proposed a general LVQ algorithm for clustering, known as GLVQ. They constructed the clustering problem as an optimization process based on minimizing a loss function, which is defined on the locally weighted error between the input pattern and the winning prototype.

In [Kohonen90], the objective of SOFM is to represent high-dimensional input patterns with prototype vectors that can be visualized in a usually two-dimensional lattice structure is presented. Each unit in the lattice is called a neuron, and adjacent neurons are connected to each other, which gives the clear topology of how the network fits itself to the input space. Input patterns are fully connected to all neurons via adaptable weights, and during the training process, neighbouring input patterns are projected into the lattice, corresponding to adjacent neurons. SOFM enjoy the merit of input space density approximation and independence of the order of input patterns, a number of user-dependent parameters cause problems when applied in real practice. Like the K-means algorithm, SOFM need to predefine the size of the lattice, i.e. the number of clusters, which is unknown for most circumstances. Additionally, trained SOFM maybe suffering from input space density, misrepresentation, whereas areas of low pattern density maybe over-represented and areas of high density under-represented. Kohenen reviewed a variety of variants of SOFM, which improve drawbacks of basic SOFM and broaden its applications. SOFM can also be integrated with other clustering approaches like K-means or HC to provide more effective and faster clustering.

ART was developed by Carpenter and Grossberg in [Carpenter88] as a solution to the plasticity and stability dilemma. ART can learn arbitrary input patterns in a stable, fast and self-organizing way, thus, overcoming the effect of learning instability that plagues many other competitive networks. ART is not, as in popularly imagined, neural network architecture. It is a learning theory, that resonance in neural circuits can trigger fast learning. As such, it subsumes a large family of current and future neural network architectures, with many variants. ART1 is the first member, which only deals with binary input patterns by a variety of coding mechanisms. ART2 extends the applications to analog input pattern and ART3 introduces a new mechanism originating from elaborate biological processes to achieve more efficient parallel search in hierarchical processes to achieve more efficient parallel search in hierarchical structures. By incorporating two ART modules, which receive input patterns and corresponding labels, respectively, with an inter-ART module, the resulting ARTMAP system can be used for supervised classification. Fuzzy ART benefits the incorporation of fuzzy set theory and ART. Fuzzy ART maintains the similar operations to ART1 and uses the Fuzzy set operators to replace the binary desirable characteristics such as fast and stable learning and typical pattern detection. The criticisms for Fuzzy ART are mostly focused on its inefficiency in dealing with noise and the deficiency of hyperrectangualar representation for clusters in many circumstances. 

In addition to these, many other neural network architectures are developed for clustering. Most of these architectures utilize prototype vectors to represent clusters. HEC uses two-layer network architecture to estimate the regularized Mahalanobis distance, which is equated to the Euclidean distance in a transformed whitened space. CDL is also a two-layer network with an inverse squared Euclidean metric. CDL requires the match between the input patterns and the prototypes above a threshold, which is dynamically adjusted. SPLL emphasizes initiation independent and adaptive generation of clusters. It begins with a random prototype in the input space and iteratively chooses and divides prototype until no further split is available. The divisibility of a prototype is based on the consideration that each prototype represents only one natural cluster, instead of the combinations of several clusters. The learning process experiences a series of expansion and contraction operations, until all clusters are stable.

Kernel Based Clustering

Kernel-based learning algorithms are based on Covers theorem as presented in [Chiang03]. By nonlinearly transforming a set of complex and nonlinearly separable patterns into a higher-dimensional feature space, we can obtain the possibility to separate these patterns linearly. The difficulty of curse of dimensionality can be overcome by the kernel trick, arising from mercer’s theorem. By designing and calculating an inner-product kernel, we can avoid the time-consuming, sometimes even infeasible process to explicitly describe the nonlinear mapping and compute the corresponding points in the transformed space.

Two variants of kernel 
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means were introduced in [Chiang03] by the motivation of SOFM and ART networks. These variants consider effects of neighbourhood relations, while adjusting the cluster assignment variables, and use a vigilance parameter to control the process of producing mean vectors. Ben-Hur et al. presented a new clustering algorithm, SVC, in order to find a set of contours used as the cluster boundaries in the original data space. These contours can be formed by mapping back the smallest enclosing sphere in the transformed feature space. RBF is chosen in this algorithm and, by adjusting the width parameter of RBF, SVC can form either agglomerative or divisive hierarchical clusters. When some points are allowed to lie outside the hyperspace, SVC can deal with outliers effectively. An extension, called multiple spheres the support vector clustering, combines the concept of fuzzy membership. 

Kernel – Based clustering algorithms have the following advantages.

· It is more possible to obtain a linearly separable heperplane in the high-dimensional or even infinite feature space.

· They can form arbitrary clustering shapes other than hyperellipsoid and hypersphere

· Kernel – based clustering algorithms like SVC have the capability of dealing with noise and outliers.

· For SVC, there is no requirement for prior knowledge to determine the system topological structure

However, there are some constraints that limit the usage of Kernel Based Clustering. Like many other algorithms, how to determine the appropriate parameters, for example, the width of Gaussian Kernel, is not trivial. The problem of computational complexity may become serious for large data sets. 

The process of constructing the sum-of-squared clustering algorithm and K-means algorithm presents a good example to reformulate more powerful nonlinear versions for many existing linear algorithms, provided that the scalar product can be obtained. Theoretically, it is important to investigate whether these nonlinear variants can keep some useful and essential properties of the original algorithms and how mercer kernels contribute to the improvement of the algorithms. The effect of different types of kernel functions, which are rich in the literature, is also an interesting topic for further exploration.
4.0 User Relevance Feedback
4.1 Introduction
With the advances in computer technologies and the advent of World Wide Web, there has been an explosion in the amount and complexity of digital data being generated, stored, transmitted, analyzed and accessed. Much of this information is multimedia in nature, which includes digital images, video, audio, graphics and text data. In order to make use of this vast amount of data, efficient and effective techniques to retrieve multimedia information based on its content needs to be developed. Among the various media types, images are of prime importance. Key word annotation is the traditional image retrieval paradigm. In this approach, the images are first annotated manually by keywords. They can then be retrieved by their corresponding annotations. However, there are three main difficulties with this approach, i.e. the large amount of manual effort required in developing the annotations, the differences in interpretation of image contents, and the inconsistency of the keyword assignments among different indexes [Faloutsos93], [Rui97], [Niblack97]. As the size of image repositories increases, keyword annotation approach becomes feasible. To overcome the difficulties of the annotation based approach, an alternative mechanism, content – based image retrieval (CBIR) was proposed in the early 1990’s. Despite the extensive research effort, the retrieval techniques used in CBIR systems lag behind the corresponding techniques in today’s best text search engines. At the early stage of CBIR, research primarily focused on exploring various feature representations, hoping to find a best representation for each feature. The corresponding system design strategy for early CBIR systems is to first find the best representations for the visual features. Then we need to achieve the following.
During the retrieval process, the user selects the visual features that he or she is interested in. In the case of multiple features, the user also needs to specify the weights for each of the features, based on the selected features and specified weights, the retrieval system tries to find the similar images to the user’s query. From different experiments, it was found out that performance of such systems is not satisfactory due to the following two reasons. One being the gap between high level concepts and low level features, the assumption that the computer centric approach makes is that the high-level concepts to low-level features mapping is easy for the user to do. While, in some cases, the assumption is true, in some other cases, this may not be true and the other being subjectivity of human perception. Different persons, or the same person under different circumstances, may perceive the same visual content differently. This is called human perception subjectivity [Relevance98]. The subjectivity exits at various levels.

Rui et al., in [Rui98] proposed a relevance feedback approach to CBIR to overcome the problems faced by computer centric approach. In relevance feedback a human and a computer interact to refine high-level query representation based on low-level features.

Visual feature extraction applied to content-based image retrieval has been thoroughly studied for last decade. Most work concentrates on low level visual features such as colour, shape, texture, and adopts a feature-based image retrieval approach. The application of these systems to real world problems is however limited due to the ignorance of content varieties and the lack of semantic meanings in extracted features. Specific low-level image features may provide a solution to image retrieval in some applications (e.g. with respect to a pre-selected image database), but may have a problem in handling other applications because there exists neither a universal feature for all images. To improve the image retrieval performance, it becomes useful to integrate image classification tools with the feature-based retrieval techniques. The image retrieval engine usually consists of a human-user interface, an image analysis unit and a matching mechanism [Video98]. The image analysis part in existing CBIR systems is very simple, i.e., to extract features specified by users. The major shortcoming in these systems is that there exists a big gap between high level semantic concepts and low level features. It is extremely difficult to describe high level semantic concepts with image features only. Interactive retrieval based on user's feedback provides a promising solution to this problem.

4.2 Content-Based Image Retrieval System

Many image retrieval systems can be conceptually described by the framework depicted in figure 3 [Yank99]. The user interface typically consists of a query formulation part and a result presentation part. 
Specification of images to be retrieved from the database can be achieved in many ways. One way is to browse through the database one by one. Another way is to specify the image in terms of keywords, or in terms of image features that are extracted from the image, such as a colour histogram. Yet another way is to provide an image or sketch from which features of the same type must be extracted as for the database images, in order to match these features. Relevance feedback provides positive or negative feedback about the retrieval result, so that the system can refine the search.
There are three fundamental blocks in a CBIR system, i.e., visual feature extraction (descriptors), image management system design (description scheme), a language to specify descriptors and description schemes (description definition language) [Bach96, Bouet98, Wan96]. Fig. 4 shows an image content management system architecture consisting of these three basic components. The structure can be extended to general multimedia content description systems. ISO (International Standard Organization) /MPEG (Moving Picture Experts Group), provides a solution to describe multimedia data contents and support content-based multimedia management [Kittler99, Muller99]. In other words, MPEG-7 will specify a standard set of descriptors to describe various types of multimedia information. MPEG-7 does not specify detailed algorithms of feature extraction and implementations of certain applications but the description which provides a common interface between these two stages.
A descriptor is a representation of a feature. One feature can be associated with multiple descriptors. For example, the average colour, the dominant colour, and the colour histogram can all be descriptors of the colour feature. MPEG-7 will also standardize ways to define other descriptors as well as structures (Description Scheme) of descriptors and their relationships. A description scheme should support
· Specific searches, where the query is well formulated with appropriate constraints, 
· Browsing to quickly understand contents of a database or one of its subsets and 
· Navigation, such as a hypermedia paradigm which allows users to traverse the image space using links, and so on. 
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Figure 3: The CBIR framework [Yank99]
In other words, description schemes refer to subsystems which solve image classification and organization problems, describe image contents with specific indexing structures, or retrieve relevant images from an image database based on user's interest. The combination of descriptors and description schemes is called “description”, which shall be associated with the content itself to allow fast and efficient searching for material of user's interest [Berman99, Fournier01]. MPEG-7 also standardized a language to specify the description scheme called the Description Definition Language (DDL) [Douglass99]. DDL should allow modification, extension and identification of descriptors and description schemes. Techniques such as image content analysis, effective feature indexing, and interactive retrieval are critical to the design of a multimedia database management system. 
Relevance feedback (RF), which introduces human visual perception into the retrieval process gradually, is an efficient improvement for narrowing down the gap between low-level visual feature representation of an image and its semantic meaning in content-based image retrieval (CBIR). Without detailed knowledge of the video archive structure, and of the retrieval environment, most users find it difficult to formulate well-designed queries. Since the query formulation process is not transparent to the retrieval system users the initial query is likely to be far from an optimal formulation.  Consequently the initial retrieval operation can be considered as being a trial run only designed to retrieve a few useful items from a given collection. The items retrieved in the in the initial run can then be examined for relevance and the query formulation adapted accordingly in the hope of retrieving additional useful items during subsequent search operations. 


[image: image143]
Figure 4: The CBIR system architecture with three Layers [Kittler99, Muller99]
The relevance feedback process had been introduced in the mid ‘60s [Salton90] as an automatic method for query reformulation. The main idea of relevance feedback consist in choosing important features of certain previously retrieved items that have been identified as relevant by the users and emphasis these feature the in a new query formulation Additionally the irrelevant features can be de-emphasized in the future query formulations. This has as effect the alteration of query closer in the direction of relevant items and further away from non-relevant items. The expectation is that more relevant items are retrieved in subsequent search iterations.  

The relevance feedback mechanism provides additional advantages for a retrieval system. The most significant of these are:

· It acts as a conceptual screen between the user and the query formulation mechanism, allowing the user to formulate powerful queries without intimate knowledge of the search process or of the archive structure. 

· It structures the search process by breaking the search operation into sequences of iterative steps designed to gradually approach the targeted relevant documents. 

· It provide a controlled environment for query formulation and subsequent adaptation by allowing the user to emphasis relevant items and theirs features as required by the particular information needs of the users. 

The first and the most important assumption is that discrimination between relevant and non-relevant items is possible with the available features. Without this condition satisfied relevance feedback is futile. There can be established a relatively straightforward transformation between the topology of the feature space and the semantic characteristics of the items the user wants to retrieve. There are relevant items in the archive and they are a small part of the entire available collection.  If such items form the majority in the collection the retrieval process may perform effectively without necessitating a relevance feedback mechanism. The users may provide only limited and sometimes inadequate feedback information usually predominantly labeling positive items and less often negative items.  This assumption plays an important role in the selection of the feedback strategy and for the design of user interfaces.
4.3 Overview of Relevance Feedback Systems
Query Vector

The relevance feedback was originally designed for text retrieval where the query model consists of a weighted selection of search terms [Rocchio71, Ide71, Salton71].  A query vector can be then written as:
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. The weights are in the range between 0 and 1; with 0 representing a term absent from the query vector and 1 represents a full weighted term.  A term could be a word chosen from a term dictionary or even a full phrase in the natural language of the user. 

From an initial query vector the relevance feedback derives an updated vector:
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Where 
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 index terms. New terms are introduced in the query by assigning them with a positive weight older terms are removed by reducing their weigh to 0. In this approach the feedback process can be visualized as a shift in the query vector from one area to another into the 
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Basic feedback
Both the information items 
[image: image153.wmf]D

 stored in the collection and the requests for information 
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, respectively. The query-document similarity measure can then be computed as the inner product between corresponding vectors:
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The optimal query 
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 that provides best retrieval results for the above given similarity is of the form [2]
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 is the size of the collection and n the number of relevant documents in the collection. However the above optimal query cannot be used in practice as an initial query formulation because the set of n relevant documents is not known in advance. The optimal query is employed in generating a feedback query once relevance assessments are available for some of the items previously retrieved in the initial search iteration. In this case the updated query following the retrieval of 
[image: image169.wmf]1

n

 relevant and 
[image: image170.wmf]2

n

 non-relevant items can then be formulated as:


[image: image171.wmf]å

å

-

-

+

=

relevant

non

known

i

i

relevant

known

i

i

D

D

n

D

D

n

Q

Q

|

|

1

|

|

1

2

1

0

1

           (24)
Where 
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 represent the initial and first iteration queries respectively.

In the general formulation the expression can be written as:
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Where the normalized weights α, β and γ are between 0 and 1. This vector alteration approach is conceptually simple; the modified term weights being directly obtained from the weights of the corresponding terms in relevant and non-relevant documents. When the weights accurately reflect the real values of the terms standard vector modification process provides a powerful query construction method.
Relevance feedback in image retrieval is in general a supervised image classification problem representing effort towards bridging the semantic gap between automatically extracted visual features and predefined semantic categories as relevant and irrelevant.

4.4 From Content based towards Concept based features

Content Based Image Retrieval (CBIR) is considered to lay at the crossroads of many research areas. While it has been mainly driven by image processing and computer vision at the early stages, artificial intelligence and human computer interaction have influenced its more recent advances. This shift of interest has been triggered by the inability of finding an acceptable solution to the image understanding problem, which is the core of successful semantic retrieval. Even after decades of research in computer vision for image retrieval and object recognition in generic heterogeneous image collections remains a seemingly insurmountable challenge. After an initial euphoria of purely content-based retrieval systems [Flickner95] replacing the labour-intensive and expensive manual indexing procedures [Tamura84] preceding systems have been relying on, the existence of the semantic gap [Smeulders00] between the low-level features and the user finally had to be admitted. This gap has indeed been the reason for most of the low efficiency in CBIR research. It is considered as probably the most challenging problem for CBIR systems. At the same time, the need to provide semantic-level interaction between users and content has been proven to be of vital importance. In each of the few existing user studies (eg [Garber92, Markkula00]) it has become apparent that the ability to query images based on semantic concepts is necessary for acceptability and effective practical applicability of image retrieval systems. Today, this need has moved towards the centre of current research directions.

On the contrary, researchers in the field are exploring the boundaries in new dimensions. The problems of fully automatic image understanding that computer vision is still trying to solve, have proven to be less critical for image retrieval purposes. The reason for this is that retrieval systems can exploit the knowledge of the user. Since recognising this fact, more and more inspiration has been taken from research in artificial intelligence and human computer interaction. Artificial intelligence research has resulted in most advanced machine learning, i.e. the problem of devising computer programs that automatically improve with experience. In the case of image retrieval applications this problem can be formulated as: the ability to understand semantics from low-level features. Most of the proposed CBIR systems today encompass a sort of learning, in which the experience is drawn from the user’s interaction with the system. Consequently, this has also led to borrowing ideas from the human computer interaction research community. It has become apparent that providing an intuitive and interactive environment, in which the system assists the user while browsing or searching, can improve the system’s overall effectiveness in many ways and also compensate for its shortcomings due to the semantic gap.

According to Smeulders et al “semantic features aim at encoding interpretations of the image which may be relevant to the application” [Smeulders00]. To enable querying images for concepts and semantic content while still maintaining predominantly automatic indexing facilities, people started arguing for hybrid approaches to combine content-based and concept-based (usually textual) features [Zhou02]. Even though many people have attempted to combine these two features before, only recently there has been a push towards more rigorous and well-founded ideas. Techniques to achieve this are mostly based on machine learning or pattern recognition techniques, which either involve semi automatic annotation [Chang03, Jeon03] or image classification [Oliva01, Bradshaw00]. Automatic annotation is achieved by label propagation, in which a partially annotated image collection is used to propagate their labels to other unlabelled images in the collection on the basis of visual similarity [Jeon03]. Image classification is achieved by training a classifier on a set of training images to perform the classification task. This has been successfully employed for image retrieval by [Oliva01], who order images on semantic axes. One such axis is natural versus artificial, which can again be classified on sub-axes into open versus closed, for example. 

Instead of using a knowledge base to mine for semantic concepts, people have also proposed to learn the semantic space from user interaction through relevance feedback [Su02, Zhou02]. The major difference in the two approaches lies in the interpretation context considered for understanding the image’s meaning. It should become obvious that the annotation-based approach can only succeed in taking very general concepts into consideration, as opposed to user-based approaches that are tailored to the user’s expectations and interpretations.

4.5 Learning from Relevance Feedback

Relevance Feedback (RF) techniques highlight the importance of learning methods in CBIR. Learning has indeed been the dominating factor to narrow the semantic gap arising from the low-level feature representation in the last few years. The idea of incorporating relevance feedback first emerged in text retrieval systems [Rocchio71], and has been studied since. In comparison to pure text IR systems, relevance feedback is even more valuable in the image domain: a user can tell instantaneously whether an image is relevant with respect to their current context (information need, awareness of information need, etc.), while it takes substantially more time to read through a text document to estimate its relevance.

Relevance feedback is regarded as an invaluable tool to improve CBIR systems, for several reasons. Apart from providing a way to embrace the individuality of users, they are indispensable to overcome the semantic gap between low-level image features and high-level semantic concepts. The user’s judgement of relevance is naturally based on their current context, their preferences, and also their way of judging the semantic content of the images. By prompting the user for relevance feedback, the initial estimation could be improved to steer the results in the direction the user has in mind. Rather than trying to find better techniques and more enhanced image features in order to improve the performance of what has been referred to as “computer-centric” systems [Rui98], it is more satisfactory to the user to exploit human computer interaction to refine high level queries to representations based on low level features. This way, the subjectivity of human perception and the user’s current context are automatically taken into account, as well. Consequently, it does not come as a surprise that there exist various techniques of how to make use of relevance feedback in CBIR.A comprehensive study of existing relevance feedback techniques in image retrieval can be found in [Zhou03] has represented a comprehensive study on existing feedback technique in image retrieval.

Relevance feedback is engaged with finding optimised ways of updating the parameters of the retrieval algorithm. Traditionally, this has been achieved through query refinement approaches [Ishikawa98, Porkaew99, Rui00]. These approaches underlie a geometric interpretation of the feature and query space. In most CBIR systems, the images are represented by their feature vectors in the vector space model [Salton83]. So, query refinement approaches strive to find the “ideal” query point that minimises the distance to the positive examples provided by the user. Alternatively, relevance feedback has also been formulated in Bayesian frameworks as belief propagation [Cox00, Vasconcelos00], or as a classification task [Wood98, Tong01].

Neural Network based Relevance Feedback

One of the techniques for integrating learning approaches in relevance feedback is Neural Network training. The neural network based relevance feedback is based on Self Organizing Feature Maps (SOFM). The SOFM based classification is presented in previous section 3.3.3. In [Bordogna96] the authors present a relevance feedback model based on an associative neural network in which meaningful concepts to the user are accumulated at retrieval time by an interactive process. The network was regarded as a kind of personal thesaurus to the users. A rule based superstructure is then defined to expand the query evaluation with the meaningful terms identified in the network. The search terms are expanded by taking into account their associations with the meaningful terms in the network. The authors apply this approach to Information Retrieval, which in general performed through an iterative and cooperative process of trial and error between the user and the system. In this approach the authors generate the thesaurus of concepts on the basis of the relevant documents selected by the user from among those retrieved by the original query. The number of documents which can be selected in this phase must be small enough to guarantee acceptable relevance feedback performances; for this reason, a fixed maximum number of relevant documents should be set for each application. The user must specify at least one document among those retrieved that he/she judges as fully relevant to his/her needs.
In [Zhao03] authors propose to address the issue of image retrieval which corresponds to human perception. The authors propose to control the order vector used in synergetic neural nets (SNN) and use it as the basis of a similarity function for shape based retrieval. Based on the properties an efficient affine invariant similarity measure has been developed for trademark images. Furthermore a self-attentive retrieval and relevance feedback mechanism for similarity measure refinement is presented. 
In [Doulamis99], a neural network scheme is presented for adaptive video indexing and retrieval. In this approach, a limited but characteristic amount of frames are extracted from each video scene, able for providing an efficient representation of the video content. For this reason, a cross correlation criterion is minimized using a genetic algorithm. Low level features are extracted to indicate the frame characteristics, such as colour and motion segments. After the key frame extraction, the video queries are implemented directly on this small number of frames. To reduce the limitation of low-level features, the human consideration is incorporated to assign a degree of appropriateness for each retrieved image of the system and then restart the searching. A feedforward neural network structure is proposed as a parametric distance for the retrieval, mainly due to the highly non-linear capabilities. An adaptation mechanism is also proposed for updating the network weights, each time a new image selection is performed by the user. The algorithm results in a convex minimization and thus a minimum always exists.
The PicSOM system [Koskela01] is content based image retrieval system, which uses Self Organizing Feature Maps for indexing images with their low-level features. SOM’s represent unsupervised topologically ordered neural networks, which project a high-dimensional input space (n-dimensional feature vectors) into a low-dimensional lattice. The latter, usually being a two-dimensional grid with n-dimensional neighbours connected in appropriately weighted nodes. In section 4.6 the system is briefly presented.
In [Wu03], a fuzzy RF approach is introduced, in which the user provides a fuzzy judgement about the relevance of an image, unlike in binary relevance systems with a hard decision on relevance. A hierarchical tree with multiple levels of informational provided to the user is defined in the first step. A continuous fuzzy membership function is used to model user’s fuzzy feedback by weighting different images labelled as fuzzy with different weights to simulate user’s perception. For learning users preferences and visual content interpretation a radial basis function (RBF) neural network is used. RBF neural network in combination with the fuzzy approach is denoted as fuzzy radial basis function (FBRF) network. 
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Figure 5: Architecture of the PicSOM system [Koskela01]
In Fig.5 the FRBF network is represented. It has one input layer, one output layer and three internal modular sub-networks constituting of a Gaussian kernel layer and relevance contribution layer. These modules are associated with “positive”, “negative” or “fuzzy” user’s feedback. An input to the first layer is a feature vector of an image and the output layer combines responses from the modules as a liner combination of three sub-networks.

When creating FRFB we have these sets of training feature vectors, relevant
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. The elements 
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 represent P dimensional feature vectors. 

The Gaussian shaped RBF modules are defined with a function:
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Where 
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 is the input feature vector,
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,
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are mean and variance of an appropriate i-th module, and 
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 is a diagonal matrix of dimension 
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with elements representing importance of feature components.

As for the weights between the Gaussian kernel and relevance contribution layer they are for all positive examples equal and positive, whereas for negative examples equal and negative. As for fuzzy samples weights are determent using a fuzzy membership function based on a closeness of a sample to the centre 
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 of a relevant cluster. In [Wu03] Cauchy function is used as a membership function, with compactness of a class denoted as 
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 and shape (smoothness) of the function as
[image: image190.wmf]g

:


[image: image191.wmf]y

r

i

i

i

f

c

v

v

w

÷

÷

ø

ö

ç

ç

è

æ

-

+

=

t

1

1

)

(

.                                            (27)

Therefore, the overall similarity measure it is a linear combination of outputs from each module:


[image: image192.wmf])

,

(

)

,

(

)

,

(

)

(

i

f

V

v

i

f

i

ir

V

v

i

ir

i

r

V

v

i

r

v

x

f

w

v

x

f

w

v

x

f

w

x

F

f

i

ir

i

r

i

å

å

å

Î

Î

Î

+

+

=

.             (28)

Accordingly if feature vector 
[image: image193.wmf]x

 is close to the positive class centre 
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 the output is large and the images are similar, or if it’s close to negative the output is a large negative value thus a small value and the image is less similar.

Bayesian Framework based Relevance Feedback
In [Giacinto04], a Bayesian decision theory is introduced to estimate the boundary between relevant and non-relevant images in relevance feedback mechanisms. The Bayesian approach computes the new query point based on relevance feedback from the user scenarios where images are indexed by a global feature vector, the similarity function is defined through a metric measure, and images are retrieved by the k-nn algorithm. The basic idea is to use local estimation of the decision boundary between the “relevant” and “non-relevant” images in the neighbourhood of the original query. The new query is then placed at a suitable distance from such boundary, on the side of the region containing relevant images.
In [Su03], a new relevance feedback approach based on Bayesian classifier is proposed. This approach treats positive and negative feedback examples with different strategies. Not only can the retrieval performance be improved for the current user, but the improvements can also help subsequent users. The authors also apply the Principle Component Analysis (PCA) techniques, the feature subspace is extracted and updated during the feedback process, so as to reduce the dimensionality of feature spaces, reduce noise contained in the original feature representation and hence to define a proper subspace for the type of feature as implied in the feedback. These are performed according to positive feedbacks and hence consistently with the subjective image content. To incorporate positive feedback in refining image retrieval, the authors assume that all of the positive examples in feedback iteration belong to the same semantic class whose features follow Gaussian distribution. Features of all positive examples are used to calculate and update the parameters of its corresponding semantic Gaussian class and we use a Bayesian classifier to re-rank the images in the database. To incorporate negative feedback examples, the authors apply a penalty function in calculating the final ranking of an image to the query image. 
The parameters for a semantic Gaussian class can be estimated using the feature vectors of all the positive examples. Hence, the image retrieval becomes a process of estimating the probability of belonging to a semantic class and the query refinement by relevance feedback becomes a process of updating the Gaussian distributing parameters. The log posterior probability that the feature vector 
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belongs to the semantic class 
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implied in the positive examples is estimated using the following Bayesian formulation.
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Where 
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are fixed in one feedback iteration. Assuming that different feature types are independent of each other, the log posterior probability is calculated as the sum of the individual
[image: image199.wmf]s

x

g

i

)'

(

. Experiments show that the use of this posterior probability as the ranking metric improves the performance of relevance feedback in content-based image retrieval. There are three parameters in the Bayesian estimator (5). They need to be updated when more positive examples are provided by the user through relevance feedback. Actually such a process could be considered as the combination of two Gaussian classes. So it is easy to get the updating process. Denote the current set of positive examples by
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, in which each example is denoted by 
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 In other words, there are totally 
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 positive examples in the current feedback iteration. The updating of the Gaussian parameters is performed as follows:
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Where 
[image: image204.wmf]n

and 
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are the total number of positive examples accumulated before and after the current feedback iteration, respectively; 
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represents the mean of the positive examples in the current iteration.

In the implementation carried out, the probability of a semantic class 
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is assumed equal for all semantic classes and remains constant in the relevance feedback process. The following describes how the positive feedback is performed.
· Initialization of System:

Feature Normalization: This allows equal emphasis on all the feature components. For 
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Initialization: Initialize 
[image: image213.wmf])

(

trix

identifyma

I

i

=

s

 and 
[image: image214.wmf]1

,

=

=

¢

n

x

x

i

r

. 
· Retrieval and Feedback:

Update the retrieval parameters 
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and 
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according to the equations below using the information provided by the current set of positive example U.

Distance Calculation: For each image
[image: image217.wmf]K

, 
[image: image218.wmf],

D

K

Î

its distance 
[image: image219.wmf]i

d

is calculated using equation in the retrieval after the feedback, 
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That is, the similarity of each image in the database to the refined query is determined by equation5 based on the positive examples.

· Sorting by distances and provide the new ranking list to the user.
Most methods apply the same methodology to negative and positive examples based on the assumption that the negative examples have the same feature distribution as the positive ones; or otherwise ignore the negative examples completely in the feedback process. In the approach the authors proposed in [Su03], the negative examples are often isolated and independent. Thus they need to be treated differently from the positive examples. The authors punish those images in the database that are very near to the negative samples and do not let the negative samples influence the other images. Under this strategy, the penalized images near the negative examples by increasing their distance to the query. Such a penalty function seems like a ‘dibbling’ process in feature space. The penalty function is approximated by a Gaussian function for each negative example. Denote the current set of negative examples by 
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. The distance punish function is defined as 
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Where 
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the Gaussian function is whose parameters is determined experimentally; and 
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is the distance between image 
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and a negative example
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. 
[image: image228.wmf]v

d

can be calculated using the Euclidean distance between the feature vectors of image 
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 and the negative example. 
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sums up penalty contributions from all negative examples to the image 
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. That is, if an image in the database is close to all negative examples, the penalty is high; in contrast if the image is far away from all negative examples, the penalty function will be decreased to zero, according to the Gaussian distribution. So the distance after negative feedback is defined as 
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. That is, if an image in the database is close to negative examples, its distance to the query is increased by 
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In [Hsu05], the authors presented a generalized Bayesian framework for relevance feedback in content based image retrieval. The proposed feedback technique is based on Bayesian learning method and incorporates a time-varying user model into the formulation. The authors define the user model with two terms: a target query and a user conception. The target query is aimed to learn the common features from relevant images so as to specify the user’s ideal query. The user conception is aimed to learn a parameter set to determine the time-varying matching criterion. Therefore, at each feedback step, the learning process updates not only target the distribution but also the target query and the matching criterion. Also, the relevance feedback model presented works on the region based image representations. The matching criterions are formulated using a weighting scheme and a region clustering technique to determine the region correspondence between the relevant images. 
SVM based Relevance Feedback

Support Vector Machines (SVM) based relevance feedback falls under the category of Discriminative Classification Models which do not try to describe classes but the boundaries separating these classes. This category also includes Fisher’s Discriminative Analysis (FDA). Relevance Feedback based SVM provides a supervised learning method, describing hyperplanes in feature space that separate classes [Gunn97], [Chen01]. In [Tian00] authors use a combination of weighted retrieval system with Mahalanobis distance as a similarity measure and SVM for estimating the weight of relevant images in the covariance matrix. This approach is a combination of already exploited techniques and new statistical learning algorithm SVM. The overall similarity for a particular image in the database is obtain by linearly combining similarity measures for each features, as in many other approaches already mentioned:
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Where 
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is the number of images in the database, 
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 individual feature of an image and 
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 is the Mahalonobis distance (2.7), used as a similarity measure. Weights for the lower level features in (3.14) are updated as follows:
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Where 
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denotes the weight for the k-th relevant image, which will be determined by the use of SVMs, NR represents the overall number of positive feedback examples. A smaller normalized distance 
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 gives a higher weight to a feature. 

For determining the weight for 
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-th relevant image 
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 users feedback SVMs are exploited. The aim is to separate and classify positive and negative examples. For this purpose the user must give negative and positive example feedback, and the new weights for relevant examples are automatically obtained from SVM learning. 

If a user provides a set of training samples either positive +1 or negative –1:
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Where 
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 is a feature vector for the i-th image and 
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is a label. SVM searches for an optimal hyperplane to separate positive and negative examples:
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Here 
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 denotes the weight and 
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 the bias. SVM tries to find optimal 
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 to maximize the distance between the feature vectors belonging to different classes but being closest to the separation hyperplane. Thus the distance of a point from the plane is given as:
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Different weights are assigned based on the distance of positive examples from the hyperplane, the larger the distance the more distinguishable the examples are from the negative ones and the large the weights. In case that the two classes are not linearly separable implementing inner product kernel functions maps the input feature space into a higher dimensional space where the boundary can be easily determined.  

A new approach proposed in [Jing04a], [Jing04b] is a region-based method for extracting local region features. Automatic extracting of semantically meaningful image objects is still not fully possible even in   state-of-the-art segmentation methods. Some RF approaches partition an object into several regions and ask the user to determine relevant one, in this way they place an additional burden on the user. Whereas in this approach the authors combine regions and perform image-to-image similarity matching by using EMD (described in section 2), which allows different dimensions of feature vectors. In SVM-based classification both positive and negative labelled images are used as training data to learn the classifier how to separate the unknown part of the database, the test set, into two or more classes. Kernels in SVM are based on inner product in the input space, and in [Jing04a] a new kernel is introduced to better accommodate region-based approach. This new kernel is a generalization of the Gaussian with the Euclidian norm replaced by EMD [Rubner98]:
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Where 
[image: image253.wmf]d

is the distance measure and in the general case this is Euclidian norm, in this specific case it is EMD. Signature for EMD for each image is a vector of pairs (feature of a region, weight of a region) for all regions. Hence, the length of image representations is variable due to different numbers of segmented regions. EMD incorporates features of all the regions allowing many-to-many relationships and thus robustness to inaccurate segmentations [Jing04b].
4.6 Existing Relevance Feedback systems (PicHunter and PicSOM)
PicHunter

Cox et al. in [Cox00] present the theory, design principle, implementation and performance results of PicHunter, a prototype content based image retrieval (CBIR) system. The PicHunter project makes four primary contributions to research on content-based image retrieval. First, PicHunter represents a simple instance of a general Bayesian Framework described for using relevance feedback to direct a search. With an explicit model of what users would do, given what target image they want, PicHunter uses Bayes rule to predict what the target they want, given their actions is. This is done via a probability distribution over possible image targets, rather than by refining a query. Second, entropy – minimizing display algorithm is described that attempts to maximize the information obtained from a user at each iteration of the search. Third, PicHunter makes use of hidden annotation rather than a possibly inaccurate/inconsistent annotation structure that the user must learn and make queries in. Finally, PicHunter introduces two experimental paradigms to quantitatively evaluate the performance of the system, and psychophysical experiments are presented that support the theoretical claims.
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 and PicHunter takes a probabilistic approach regarding each of them as a putative target. After iteration 
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of images to display. The canonical strategy for doing so selects the most likely images. From Bayes rule we have
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That is, the a posterior probability that image 
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is the target, given the observed history, may be computed by evaluating 
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, which is the history’s likelihood given that the target is, in fact 
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to each image, but one might use other starting functions that digest the results of earlier sessions. The heart of the Bayesian approach is the term 
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which the authors refer to as the user model because its goal is to predict what the user will do given the entire history 
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is his/her target. 
PicSOM

In [Laaksonen02], the authors implemented a content based image retrieval system based on Self Organizing Maps (SOM) using relevance feedback mechanism. The technique is based on SOM’s inherent property of topology-preserving mapping from a high-dimensional feature space to a two-dimensional grid of artificial neurons. On this grid similar images are mapped in nearby locations, As image similarity must, in un-annotated databases, be based on low-level visual features, the similarity of images is dependent on the feature extraction scheme used. Therefore, in PicSOM there exists a separate tree-structured SOM for each different feature type. The incorporation of the relevance feedback and the combination of the outputs from the SOM’s are performed as two successive processing steps.

Query By Pictorial Example (QBPE) is a common retrieval paradigm in content-based image retrieval applications [Chang80]. In implementing relevance feedback in a CBIR system, three minimum requirements need to be fulfilled. First, the system must show the user a series of images, remember what images have been shown and not to display them again. Thus, the system will not end up in a loop and all images will eventually be displayed. Secondly, the user must somehow indicate which images are to some extent relevant to the present query and which are not, these are termed as positive and negative images respectively. As the third requirement, the system must change its behaviour depending on which images are included in the positive and negative image sets. During the retrieval process, more and more images are accumulated in the two image sets, and the system has an increasing amount of data to use in retrieving the succeeding image sets. The art of relevance feedback is finding the ways which use this information most efficiently.

The authors formalize the CBIR process by denoting the set of images in the database as 
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and its non-intersecting subsets of positive and negative seem images as 
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Where the 
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denote the cardinalities of the respective sets. If there are 
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.An image database may contain millions of images. It is not possible to calculate accurately all distances between all the positive seen images and all the unseen images in the database. Therefore, some computational shortcuts are to perform distance calculation in offline mode, the second is to divide and conquer the image selection process by making it in two stages. Each feature representation can be used separately for finding a set of matching image candidates. The latter approach is advantageous if the distance calculated in the different feature spaces are weighted dynamically, as in such a case it is not possible to order the images in each subset may and should not exceed the count of images to be finally shown to the user. These per-feature subsets should then be combined in a larger set of images which will be processed in a more exhaustive manner. The third technique is to use quantisation. 
Self Organising Maps in Content based Image Retrieval

A hierarchical SOM has been utilized as an indexing tool with texture features in CBIR [Zhang95]. In another system a hierarchical SOM has been constructed for image database exploration and similarity search by using colour information [Sethi99]. Objects of an image database have also been organised according to their boundary shapes in a two-dimensional browsing tree by using SOM [Han96]. SOM’s have additionally been used for feature extraction in image databases containing astronomical images [Csillagphy97]. The unsupervised clustering property of the SOM has been used also for image segmentation [Chen99]. 

The PicSOM image retrieval system is a general framework for generic research on algorithms and methods for content-based image retrieval. PicSOM supports multiple parallel features and with a techniques introduced in the PicSOM system, the responses from the parallel TS-SOM’s are combined automatically. The implementation uses colour, shape and texture features and as well as six different shape features.
4.7 Adaptive Interfaces

The solution to these problems lies in developing even more user-centric systems. The interface is the mediator between the user and the search system and as such is a vital component around which the development of new retrieval approaches should be centred. From the perspective of the user, it is the entry point to the system. A properly designed interface assists the user with meaningful and intuitive ways of communicating user’s information to the system and displays the results in ways that stimulate the user and enhance performance.

Initially, innovation concentrated on more meaningful result displays to replace the traditional linear result display, in this approach, the multimedia content is ranked by visual similarity to the query, with two- or three-dimensional maps of the returned images [Santini00, Chen00]. These multidimensional displays aim at revealing relationships between images by visualising mutual similarities between any two images. By depicting relationships between images in a global view, the user can form a more accurate mental model of the database and support navigation within it. A user study conducted by Rodden et al. [Rodden01] has pointed out the benefits of a display organised by similarity for image browsing.

The retrieval interface has been developed over the years, as well. The representation of information has traditionally been confined to those suitable for retrieval. Thus, in image retrieval systems the interface was focused on the provision of query components to specify the appropriate image features used for retrieval, eg QBIC developed by IBM [Flickner95]. However, in order to support the way information is used and managed, the interface has to include better result handling and personalisation techniques.

The Ostensive Model of developing information needs proposed by Campbell and van Rijsbergen [Campbell96] combines the two complementary approaches to information seeking: query-based and browse-based. It supports a query-less interface, in which the user’s indication of the relevance of an object—through pointing at an object, is interpreted as evidence for it being relevant to their current information need. Therefore, it allows direct searching without the need of formally describing the information need. The model adds a temporal dimension to the notion of relevance. A recently selected object is regarded more indicative to the current information need than a previously selected one. So, in this sense, the degree to which a document is considered relevant is continuously updated reflecting the context change.

The interaction with an Ostensive Browser follows an intuitive scheme. Here the user starts with one example document as the query, and the retrieval result is presented with a new set of candidate documents (top ranking documents according to the similarity measure used). As the next step, the user—through selecting one of the returned documents—updates the query, which now consists of the original document and the selected document of the set of returned candidates. After a number of iterations, the query is based on a path of documents. A path represents the user’s path in content retrieval, and taken as a whole is used to build up a representation of the instantaneous information need. Since the whole path is visible to the users, they can retrace back to the previous object in case the user feels distracted in the retrieval objective. From there a new path can be explored, starting from the original object (the root) and the newly selected object. The resulting paths form a tree-like structure, originating from one root and branching at various objects.

In the EGO system [Urban05] the major emphasis lies on the long-term management and personalised access to the image (or multimedia) collection. The long-term usage provides additional search clues such as usage histories and groups that are combined with the low-level image features to provide an adaptive retrieval framework. EGO provides the means to describe a long-term multifaceted information need. To achieve this, the user and the system interactively group potentially similar images. The process of grouping images stretches over multiple sessions, so that existing groups are changed and new ones are created whenever the user interacts with the collection. Through a simple interaction strategy the user provides feedback information without having to visualize or conceptualize in terms of the system’s internal representation. The organisation of images into groups is more natural to the user and matches more closely to the process of accomplishing the task.

By placing the groups on a separate workspace, the users leave trails of their actions for themselves and also for others to inspect and follow. The process is incremental and dynamic: an organization is built up and changes by usage. A semantic organisation emerges that reflects the user’s mental model and the work tasks. These are the two most important influences on the organisation of personal media recognised in [Kang03]: “There is no unique or right model; rather the mental model is personal, has meaning for the individual who creates it, and is tied to a specific task.” EGO is a personalised “retrieval in context” system that allows the user to effectively manage and search their images. It captures both short- and long-term information needs, communicated by leaving behind trails of actions, and used by the system to adapt to the user’s need.

Both the Ostensive Browser and EGO are examples of adaptive systems, in which the feedback from the user interaction provides contextual information that is vital to exploit a semantically enriched retrieval process. Still, more needs to be done to this end. Nevertheless, semantic features can only be developed with the help of adaptive systems that learn from their users.

There are some issues that have been ignored in the large majority of proposed relevance feedback techniques. To start with, almost all learning techniques lack the ability to adjust the degree of relevance over time, with the notable exception of the probabilistic approach in [Vasconcelos00]. Often, it is not the case that the user’s need is static or that there is an ideal query fitting the need. Therefore, it is a strong assumption to make that the document space can be divided in advance into relevant and non-relevant documents, and that after a number of iterations the system is able to approximate this division reasonably well.

In addition, existing approaches are not designed or developed to learn from implicit feedback. The user is always required to explicitly judge the relevance of the returned images. Even though the accuracy of explicit feedback in general is better, a lot could yet be learnt from simply observing the user’s actions. This approach is less intrusive for the user, and can provide a different view on relevance. Sometimes, a user’s real actions can tell a different story than the interpretations given by the user.

Finally, browsing is typically not supported. The relevance feedback approaches usually assume category search or target search for simplicity of their algorithms. However, the user will greatly benefit of an environment in which both retrieval and browsing is combined. The possible nature of the tasks a user might want to perform is extremely diverse, and the user should not be restricted to this end by the functionality of the system.

5.0 Recommender Systems 

5.1 Introduction

Recommender systems aim to help users deal with the information overload problem, by selecting and suggesting items that may be of relevance to them, drawing from repositories that can be arbitrarily large.

Recommender systems can be considered another manifestation of user relevance feedback systems; they are related in the sense that they also try to cover an information need – an implicit or explicit query- and they also receive user feedback that gradually refines query results.

Queries in the case of recommender systems may be stated explicitly – e.g. when a user specifically requests to be recommended some items according to some criteria- or implicitly. In the latter case, the system supports users in navigating an item space, taking into account features of the items and/or of the users; in this way, recommender systems offer a sort of ‘guided browsing’. The users of the system provide feedback, which can again be implicit (e.g. following a recommendation, or path of recommendations) or explicit (rating recommendations). 

Recommender systems emerged as an independent research area in the mid 1990s, and one of the classic definitions that comes from this era is the one given in [Resnick97], in which recommender systems are described as systems that acquire opinions about items from a community of users and that use those opinions to direct other users within that community to those items that are interesting for them. This description of a recommender system is directly related to the real-world concept of recommendations, where one person recommends something to another person.

In [Herlocker00] a recommender system is described as a system that predicts what items a user will find interesting or useful. This definition of a recommender system is broader than the previous one, since it does not imply that opinions of other people have to be used to recommend items; it also allows recommender systems to use other mechanisms to predict what users find interesting.

Then there is also the definition given in [Burke02], stating that a recommender system is a system that produces individualized recommendations as output or has the effect of guiding the user in a personalized way to interesting or useful objects in a large space of possible options.

Formally stated, the recommendation problem can be formulated as follows: let C be the set of all users and let S be the set of all possible items that can be recommended. Both user and item space can be very large, in the area of millions for certain real-world scenarios. 

Let u be a utility function that measures the usefulness of item s to user c: u : C x S → R, where R is a totally ordered set. Then, for each user c 
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In recommender systems, the utility of an item is usually represented by a rating, which indicates how a particular user liked a particular item. Utility however can be an arbitrary function, including a profit function.  Depending on the application, utility u can either be specified by the user, as is often done for the user-defined ratings, or is computed by the application, as can be the case for a profit-based utility function.

Each element of the user space C can be defined with a profile that includes various user characteristics, Similarly, each element of the item space S is defined with a set of characteristics.

The main issue in recommender systems is the fact that utility u is usually not defined on the whole C x S space, but only on some subset of it. This means u needs to be extrapolated to the whole space C x S. In recommender systems, utility is typically represented by ratings and is initially defined only on the items previously rated by the users. Therefore, the recommendation engine should be able to estimate (predict) the ratings of non-rated item/user combinations and issue appropriate recommendations based on these predictions

Extrapolations from known to unknown ratings are usually done by specifying heuristics that define the utility function and empirically validating its performance and estimating the utility function that optimizes certain performance criteria, such as the mean square error. 

Once the unknown ratings are estimated, actual recommendations of an item to a user are made by selecting the highest rating among all the estimated ratings for that user. Alternatively, the N best items can be recommended to a user.

5.2 Recommendations, predictions and ratings

In order to better understand how recommender systems work, we need to define several concepts are used to denote different aspects of in this area: recommender, recommendation, prediction, certainty, user's interest, rating, predicted interest, predicted rating, actual interest, given rating, feedback, and prediction accuracy. The following definitions are used as given in [VanSetten05].

A recommender is an entity, person or software module, that produces recommendations as output or that has the effect of guiding users in a personalized way to interesting items. A recommender is the active party in a recommender system that generates and provides the recommendations to a user; a recommender can be a piece of software (or software embedded in hardware) as well as a person.

Recommendations can be implicit or explicit: users may explicitly make a request for recommendations, or recommendations may be delivered to them without their specific request. In [Schafer01] a third type of delivery is identified, namely passive or organic recommendations, in which the recommender provides recommendations within the natural context of the system, as part of the user experience, so that users are free to either base their decision on these predictions or simply ignore them.

A special type of recommender system assists users in navigating through a complex item space: conversational recommender systems [Burke97], [McCarthy04]. In conversational recommender systems, users interact more closely with a recommender by providing feedback critiques on one aspect or a combination of aspects of a recommended item.

As there is a lot of interaction between a conversational recommender and a user, conversational recommenders are less suitable for day-to-day decisions that users want to spend little time on; e.g. choosing what to watch on TV or which newspaper articles or e-mail to read. 

Conversational recommenders are best suited for recommending items that users rarely need to acquire and for which a single item needs to be chosen, e.g. home appliances, cars, or houses. Another use of conversational recommenders is to help people find a specific item in a lesser known domain where the user can learn to understand the domain [Burke00] and choose between different aspects of items; e.g. searching for a restaurant in a town the user has never visited before or buying a digital camera for the first time. 

For such recommenders, it is difficult to learn the interests of people in such items; hence, the recommender and user need to work together to find the best matching item. 

As stated in [Resnick97] and [Herlocker04], the core task of a recommender is to provide users with a ranked list of the recommended items, along with predictions for how much the user would like them.

A recommendation is an item or a list of items that is interesting to a user according to a recommender; the list only contains those items a recommender believes are interesting enough for the user.

Of all items that are fed into a recommender, a recommender returns only a subset: those items it believes are interesting enough for its user. A recommender makes this decision by predicting how interesting each item is to the user. A recommendation then consists of the top predicted items [Herlocker00].

Recommender systems can also return all items with indications of how interesting each item is for the user instead of a subset; other mechanisms can then be applied to guide the user to the interesting items; e.g. using structuring or presentation techniques on the list of items [Burke02].

As a prediction involves the accurate anticipation of future (or as yet unobserved) events [Neale86], a prediction in the domain of recommender systems is defined as the anticipated interest of a user in one item. 

Recommenders may or may not return predictions with recommendations; some recommenders simply return a list of items they recommend without giving any indication of the anticipated interest; other recommenders provide detailed information about the predictions. Not every recommendation and prediction made by a recommender is made with the same amount of certainty or confidence [McNee03].

Certainty is the degree of belief a recommender has in the accuracy of a prediction. Certainty is based on the amount and quality of the available knowledge about the user and the item for which a prediction is made. When more and/or better quality knowledge is available to the recommender, the more confident a recommender can be in his predictions and recommendations, the more trust a user can place in the predictions and recommendations. Besides the difference between recommendations and predictions, there also is a difference between interests and ratings and predicted interests and actual interests and predicted ratings and given ratings.

When discussing the differences between these concepts, notice that the discussion refers to one item: e.g. the predicted user’s interest in one item, a rating for one item or the actual interest of the user in one item.

User’s interest is defined as an abstract indication of how much a user appreciates an item. A user’s interest is an abstract concept as it is difficult for people to clearly and completely describe how much one likes or dislikes an item - especially a single item unrelated to other items. Hence, an often-used way to express a user’s interest is by using ratings:

A rating is defined as the concrete value representing a user’s interest, i.e. a concrete value that gives an indication of how much a user appreciates an item.

This concrete value is measured on a certain scale, e.g. 1 to 5 or -10 to 10, which can be presented to a user by means of some appropriate interface. An item can be given one rating for the whole item or ratings for various aspects of the item. The actual scale to use is determined by the designers of a recommender system.

Predicted interest is an anticipated abstract indication of how much a user appreciates an item. A recommender tries to determine how much a user will appreciate each item and decides which item(s) it will recommend based on those predicted interests. 

However, as a predicted interest is only an abstract concept, a recommender needs a concrete representation of this abstract concept: a predicted rating.

Predicted rating is a concrete value representing the predicted user’s interest. Such a concrete value gives an indication of the anticipated appreciation that a user will have for an item, e.g. the system predicts a rating of 3 stars on a 5 star scale. A recommender can use this concrete value to compare multiple items and to recommend only those items that have a high enough predicted rating. 

Actual interest is the real appreciation that a user has for an item. Given rating is a concrete value provided by a user that represents how much that user really appreciates an item.

Where a predicted interest is about the anticipated appreciation of a user for an item, the actual interest is the real appreciation of a user for an item. The given rating expresses this real but abstract appreciation. This is the rating that a user gives to the recommender system, e.g. 4 stars on a 5 star scale or like versus dislike. Some recommender systems allow users to only give one rating per item; others allow users to rate various aspects of an item.

Feedback is the user’s response to the recommendations and predictions made by the recommender. Recommenders can learn from feedback provided by users in order to optimise their future recommendations and predictions; improved recommendations and predictions are a motivation for users to provide feedback. Giving items a rating is the most common type of feedback in recommender systems.

Feedback is also used to measure the performance of a recommender; i.e. its prediction accuracy. Prediction accuracy is the extent to which the predicted interest agrees with the actual interest of the user; i.e. the extent to which the predicted rating agrees with the given rating.

Prediction accuracy measures how close the recommender system’s predicted ratings are to the true user ratings. The more accurate the predictions of a recommender are, the better the recommender supports users in finding interesting items. There are several ways to express prediction accuracy using prediction accuracy measures [Herlocker04].

5.3 Prediction techniques

In order for a recommender to determine a predicted rating for an item, one or more algorithms that reason about the current user and the item are required; algorithms that calculate the predicted rating are called prediction techniques. The current user is that user for which a recommendation is being made; the other users are all users of a recommender system excluding the current user.

A prediction technique is an algorithm that predicts how interested a user will be in an item by calculating a predicted rating. Three major groups of prediction techniques can be identified:

1. Social-based (or collaborative) prediction techniques analyse the behaviour and characteristics of users without using knowledge about the items; users will be recommended items that people with similar tastes and preferences liked in the past.

2. Information-based (or content-based) prediction techniques analyse item profiles current user profile to deduce the predicted interest of the item for the current user. Users will be recommended items similar to the ones the user preferred in the past.
3. Hybrid techniques combine elements of both information-based and content-based techniques.
Social-based techniques try to predict the utility of items for a particular user based on the items previously rated by other users. More formally, the utility u(c, s) of item s for user c is estimated based on the utilities u(cj, s) assigned to item s by those users cj 
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  C who are “similar” to user c. 

Social-based prediction techniques only require a unique value to identify each of the items for which predictions have to be made; no further knowledge about the items is required. This makes social-based prediction techniques domain-independent. Social-based prediction techniques are capable of providing diversity: since they use other users’ recommendations (ratings), they can deal with any kind of content and recommend any items, even the ones that are dissimilar to those seen in the past [Smyth00].
However, social-based techniques suffer from the new user, new item and sparsity problems [Adomavicius05]: 

In order to make accurate recommendations, the system must first learn the user’s preferences from the ratings that the user gives: this is called the new user problem. 

As new items are added to recommender systems, until they have been rated by a substantial number of users, the recommender system would not be able to recommend it: this is called the new item problem.

Practically, it is not possible in any system to have ratings from every user for every item, making it difficult to find relationships between users, between items and between users and items, while these relationship are necessary for generating predictions: this is called the sparsity problem.

In information-based prediction techniques on the other hand, the utility u(c, s) of item s for user c is estimated based on the utilities u(c, si) assigned by user c to items si 
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  S that are “similar” to item s.

Information-based techniques are domain-dependent, as they require content and/or metadata to analyze in order to generate predicted ratings, and they also have their own problems, namely the new user, limited content analysis and overspecialization problems [Adomavicius05]:

Similarly to social-based techniques, users have to rate a sufficient number of items before an information-based recommender system can really understand the user’s preferences and present the user with reliable recommendations: this is called the new user problem.

Information-based techniques are limited by the features that are explicitly associated with the objects that these systems recommend. Therefore, in order to have a sufficient set of features, the content must either be in a form that can be parsed automatically (e.g., text) or the features should be assigned to items manually: this is called the limited content analysis problem.

Finally, when the system can only recommend items that score highly against a user’s profile, the user is limited to being recommended items that are similar to those already rated: this is called the overspecialization problem.

Since both approaches have their limitations, hybrid techniques have been introduced in an effort to combine the best of two worlds.

In the next section, some of the more important social-based, information-based and hybrid prediction techniques are surveyed and analysed, according to [VanSetten05].

5.4 Social-based prediction techniques

Collaborative filtering 

The basic idea behind collaborative filtering (also called social filtering) is that people who have rated the same items the same way in the past probably have the same taste. Based on this knowledge one can predict how much a person likes an unseen item when similar users have already rated that item ([Resnick94], [Shardanand95], [Sarwar98], [Sarwar00], [Breese98], [Aggarwal99], [Herlocker00]).  Collaborative filtering is one of the most researched prediction techniques for recommender systems. 

Collaborative filtering basically consists of three steps: in the first step, the similarity between the current user and other users who have rated the item for which a prediction is necessary is calculated based on how the current user and each of the other users have rated the same items in the past.  To calculate the similarity between user a and user b, the Pearson correlation coefficient is used:
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The second step is to use the similarity and the ratings of those similar users, for the item for which a prediction is necessary, to calculate the prediction for the current user, where σi is the standard deviation of the ratings of user i:
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The final step is to use the similarities and the ratings for the item of the selected similar users to calculate the predicted rating. An overview of design choices and alternative algorithms in collaborative filtering can be found in [Herlocker02].
The domain-independence characteristic of collaborative filtering make it especially appropriate for content that cannot easily and adequately be described by metadata [Melville02], such as images and video, for which metadata is not able to capture emotional and esthetical aspects, which are indirectly reflected by the opinions of users with similar tastes.

Item-item filtering

Where in collaborative filtering the idea is that people who have rated the same items the same way in the past probably have the same taste, the idea with item-item filtering is that items that have been rated the same way in the past are probably similar ([Herlocker01],  [Linden03]). 

Item-item filtering can be used for making predictions about an item the same way as case-based reasoning does, but with item-item filtering the similarity between items is calculated via the ratings given to those items and not based on features of the item. As item-item filtering uses the same rating data as collaborative filtering, item-item filtering is also domain-independent and based on behavioural data of users.

Stereotypes and demographics 

The use of stereotypes in user modelling has first been introduced in by [Rich98]. When predicting the behaviour of someone else, people often use stereotypes. Stereotypes contain a set of characteristics that describe a stereotypical user and a collection of aspects (e.g. behaviour, interests, actions) that such a stereotypical user generally exhibits. 

In recommender systems, the collection of aspects contains the interests of people in items. The characteristics are often based on demographic data, such as age, gender, occupation, and education. Stereotypes are very useful for application areas in which quick but not necessarily completely accurate assessments of the user’s background knowledge are required [Goren-Bar04].

Stereotypes can be used in various ways in recommender systems, such as to bootstrap user profiles for new users (e.g. filling a user profile with a predefined set of keywords for information filtering) or to have only a limited number of user profiles based on stereotypes instead of modelling each user individually. Stereotypes can also be used in combination with collaborative filtering; instead of determining the similarity between users based on their ratings, similarity of users can be determined by the similarity of demographic or other stereotypical characteristics.

Popularity 

Popularity prediction techniques use ratings of all users to predict how interesting an item is for one user. The more users who liked the item, the higher the predicted rating for that item will be. The most basic popularity prediction technique is the average rating of an item over all users. A popularity-based prediction technique that takes into account that various people have different overall interests in a certain item by calculating a deviation-from-mean average can be found in [Herlocker00].

Average 

A very basic prediction technique is to average all ratings the current user has given in the past. This average represents the overall interest of the user in items from the given recommender, e.g. the overall interest in TV programs in a TV recommender system, the overall interest of movies in a movie recommender system, or the overall interest in books in a book recommender system.

5.5 Information-based prediction techniques

Information filtering

Information filtering is the process in which a system filters a vast amount of information and only delivers or recommends information to the user that is relevant or interesting to the user. As recommender systems are part of information filtering and retrieval, information filtering techniques can also be used within recommender systems.

Information filtering originated in the domain of text retrieval. One of the earliest forms of electronic information filtering came from the work on Selective Dissemination of Information (SDI) published in [Houseman70]. SDI was used in a system to keep scientists informed of new documents published in their expertise area. The most widely used information filtering technique is based on the term-frequency-inverse document frequency (tf-idf) algorithm [Salton89].

An information filtering approach for a recommender system that uses a Bayesian classifier [Duda73] to determine the probability that a document, represented by a set of the k most informative words, is either interesting or not interesting for a user can be found in [Pazzani97]. The calculated probabilities can be used to rank and/or order the pages or can be used to create a predicted rating.

Case-based reasoning

Case-based reasoning (CBR) is based on the assumption that if a user likes a certain item, he will probably also like similar items [Riesbeck89]. CBR as a prediction technique looks at all items a user has rated in the past and determines how similar they are to the current item. For those items that are similar enough (similarity si,x equal or larger than threshold t), the old ratings are used to calculate a predicted rating for the new item by taking the weighted average of those ratings, using the similarity as a weight:
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The actual determination of how similar two items are is domain-dependent; in each domain a function for sx,y needs to be created that returns a value between [0..1] indicating how similar two items are; a similarity of 0 means that items are not similar at all; a similarity of 1 means that items are identical.

Case-based reasoning is especially good in predicting how interested a user is in the same types of information or slightly different version of the same information. The key aspect of case-based reasoning is determining the similarity between two items. What counts as similar depends on one’s goals; typically, there are only a handful of standard goals in any given domain [Burke99]; however, these goals are domain-dependent making the way to calculate similarity between items for those goals also domain-dependent.

Case-based reasoning resembles the item-item filtering, except for the fact that with item-item filtering similarity between items is calculated using the ratings given by all users to items and is thus based on the behaviour of users not on the item itself.

Attribute-based prediction techniques

Multi-Attribute Utility Theory (MAUT - [Jameson95]) is used to determine how interesting an item is to a user. For each attribute of an item, the prediction technique has a value function that assigns a function value to the attribute based on the value of that attribute. Each attribute also has an importance weight that can vary per user. Based on the importance weights and function values, predictions can be generated.

Items are often grouped into one or more categories; e.g. genres of movies, TV programs, books or the product categories in shops. Category based predictors, which are a subclass of attribute-based prediction techniques, use these categories to predict how interesting an item is for a user; e.g. genreLMS [VanSetten02] and the category approach described in [Goren-Bar04].

5.6 Hybrid prediction techniques

Hybrid prediction techniques try to combine different prediction techniques to increase the accuracy of recommender systems [Burke02]. The idea behind hybrid prediction techniques is that a combination of algorithms can provide more accurate recommendations than a single algorithm, as disadvantages of one algorithm can be alleviated by the combined use of other algorithms. The notion that a combination of approaches will most likely result in the most useful systems already mentioned in [Malone87].

Burke defines taxonomy of methods to combine recommendation techniques, i.e. combining techniques that result in a list of items that are interesting to the user according to the recommender. These methods are called hybridization methods. 

Hybridization methods

The hybridization methods are: weighted, switching, mixed, feature combination, cascade, feature augmentation and meta-level.

Weighted

In the weighted method, predictions of several prediction techniques are combined by weighting the predicted ratings of the techniques to produce a single prediction. Predicted ratings calculated for an item may be simply averaged, or more advanced techniques such as Bayesian networks, neural networks or other linear or non-linear functions may be employed.

Examples of systems that use weighted hybridization are the news recommender system P-Tango [Claypool99], a restaurant recommender system [Pazzani99], and a TV recommender system [Buczak02].

Switching

Depending on some criterion, the hybrid technique switches between the available prediction techniques. If one prediction technique is not capable of providing good predictions another prediction technique is used. 

Examples of switching recommender systems are the Daily Learner [Billsus00] and the product recommender system [Tran02].

Mixed 

The results of several prediction techniques are presented at the same time; instead of having just one prediction per item, each item has multiple predictions associated with it from various prediction techniques. 

Examples of recommender systems that employ the mixed hybridization method are PTV [Smyth00], ProfBuilder [Wasfi99] and PickAFlick [Burke97].

Feature combination 

Features generated and normally used by a specific prediction technique are used in other prediction techniques. For example, the ratings of similar users (a feature of collaborative filtering) are used in a case-based reasoning based prediction technique as one of the features to determine the similarity between items. A recommender system called Ripper that uses feature combination is described in [Basu98].

Cascade 

The predictions or recommendations of one technique are refined by another prediction or recommendation technique; the first prediction technique outputs a coarse list of predictions, which is refined by the next prediction technique. An example of a recommender system that use the cascade hybridization method is EntreeC [Burke02].

Feature augmentation 

Output from one prediction technique is used as an input feature for another technique. An example are the filterbots described in [Sarwar98]. Filterbots are automated prediction techniques that generate ratings for each item based on some pre-defined criteria. These generated ratings are then used by a collaborative filter in the same way as ratings from real users, i.e. the filterbots are treated as normal users.

Meta-level

The internal model learned by one prediction technique is used as input for another. The difference with feature augmentation is that with feature augmentation the first technique outputs some features based on its internally learned model, these features are then used as input for the second technique. With meta-level hybridization, the entire model that is learned by the first technique is used as the input for the second technique, e.g. all weights learned by GenreLMS are used by an information filtering prediction technique where the genres are treated as keywords with the weights learned by GenreLMS. 

Examples of meta-level recommender systems are Fab [Balabanovic97] and the system described in [Condliff99].
6.0 Biologically Inspired Systems
6.1 Introduction

The study on optimization problems is currently being researched in three main research avenues [Davis91]: genetic algorithms (GA), evolution strategies and evolutionary programming. GA stresses on chromosomal operators, while evolution strategies emphasize behavioural changes at the level of the individual. On the other hand, evolutionary programming stresses behavioural change at the level of the species for natural evolution. Recent developments in applied and heuristic optimization have been strongly influenced and inspired by natural and biological system. Biologically inspired optimization techniques are partially based on observations of the socio biologist E.O.Wilson. In particular to his statement “In theory at least, individual members of the school can profit from discoveries and previous experience of all other members of the school during the search for food. The advantage can become decisive, outweighing the disadvantages of competition for food, whenever, the resource is unpredictably distributed in patches [Kennedy95]. Few of the algorithms that are developed based on such observations having ties to artificial life (A-life) are Ant Colony Optimization (ACO) introduced by Dorigo et al in [Dorigo96], Particle Swarm Optimization (PSO) introduced by Kennedy and Eberhart in 1995 [Kennedy95] and Artificial Immune system based optimization introduced by Dasgupta in [Dasgupta99]. In the state of the art report on biologically inspired algorithms, first two algorithms mentioned above are analyzed. 

Optimization algorithms based on Ants were first proposed by Dorigo, as a multi-agent approach to address the complex combinatorial problems like the travelling salesman problem (TSP) and the quadratic assignment problem. Ants present a very good natural metaphor to evolutionary computation. With their small size and small number of neurons, they are not capable of dealing with complex tasks individually. The ant colony on the other hand, can be seen as an “intelligent entity” for its great level of self-organization and the ability to solve multi-dimensional complex problems. Their colony system inspired many researchers recently for adapting such algorithms for different problem domains. The characteristic of ACO algorithms is their explicit use of elements of previous solutions. The main underlying concept that is mostly exploited by researchers is the ability of ants to find the shortest paths between the food sources and their nest.

The PSO is one of the evolutionary computation techniques. It was originally inspired by the social behaviour of a flock of birds. It is one of the evolutionary computation techniques [Eberhart01].The initial study on simulating social behaviour of bird flocks and fish schooling were conducted by Reynolds in [Reynolds87] and Heppner and Grenander in [Heppner90]. Reynolds was intrigued by the aesthetics of bird flocking choreography, and Heppner was interested in discovering the underlying rules that enabled a large number of birds to flock synchronously, often changing direction. In particle swarm optimization, the birds in a flock are symbolically represented as particles. These particles are considered flying through a problem space searching for the optimal solution. The location of the particles in a multi-dimensional environment represents the solution to the problem. The research on PSO can be categorized into five parts: algorithms, topology, parameters, merging/combination with other evolutionary computation techniques and finally applications [Birattari04]. The report will summarize the developments that have been reported in these five categories regarding PSO. 

The advantages of modelling optimization problems using the socio-biological paradigm are manifold: The model is less complex, it performs inherently better in multi-dimensional problem space and the convergence rate to the optimal solution is faster. 

6.2 The Ant Colony Optimization 
6.2.1 Introduction

Ants are simple creatures that inspire many researchers in the field of Computer Science to develop new optimization techniques. With their small size and small number of neurons, they are not capable of dealing with complex tasks individually. The ant colony in the other hand is many times seen as an “intelligent entity” for its great level of self-organization and the complexity of tasks it performs. Some aspects of ant behaviour can be implemented in a computer environment in order to solve optimization and artificial intelligence problems.

Behaviour of real ants

Compared to humans, an individual ant has very little brain power. While humans have approximately 10 billion neurons, ants have only 250,000 [Merloti04]. The real power of ants resides in their colony brain. Ants are social insects, that is, insects that live in colonies and whose behaviour is directed more to the survival of the colony as a whole than to that of a single individual component of the colony. The self-organization of those individuals is very similar to the organization found in brain-like structures, as indicated by Victorino Ramos [Ramos00, Ramos03a, Ramos03b]. An important and interesting behaviour of ant colonies is their foraging behaviour, and, in particular, how ants can find the shortest paths between food sources and their nest.

One way ants communicate is by using chemical agents and receptors [Gordon99]. For example, one ant is capable of distinguishing if another individual is a member of its own colony by the smell of its body. One of the most important of such chemical agents is the pheromone [Encyclopaedia]. Pheromones are molecules secreted by glands on the ant’s body and once deposited on the ground, they start to evaporate. Like neurons, ants use pheromone to communicate; one ant releases a molecule of pheromone that will influence the behaviour of other ants. When we learn something new, connections are created in our brain, and as we repeatedly use that information, the number of neurotransmissors and neuroreceptors used in synapses related to that process are reinforced [Matthews42]. Similarly, when one ant traces a pheromone trail to a food source, that trail will be used by many other ants that will reinforce that trail even more. Such autocatalytic process will continue until a trail from the ant colony to the food source is established. Ants don’t have the goal to create a trail that has shorter distance from nest to food source. Their goal is to bring food to the nest, but most of the time the pheromone trails they create are highly optimized.

Double Bridge Experiment 

In laboratories, several studies have explored how pheromones are used by ants. In a very inspiring experiment demonstrated how ants use pheromones to optimize the roundtrip time from nest to food source. In this experiment denominated “The double bridge”, ants in the nest are separated from the foraging area by a restricted path with bifurcations that lead to branches of different lengths [Dorigo92, Dorigo91, Sudd67]. As time goes by, the experiment shows that pheromone concentration is higher on the shorter path, and consequently almost no ant chooses the branch that is not the shorter one.
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Figure 5: Double bridge experiment. (a) Ants start exploring the double bridge. (b) Eventually most of the ants choose the shortest path.
From Real to Artificial Ants

In fact, we want ant colony optimization to be an engineering approach to the design and implementation of software systems for the solution of difficult optimization problems. It is therefore reasonable to give artificial ants some capabilities that, although not corresponding to any capacity of their real ant counterparts, make them more effective and efficient. So, artificial ants also have some characteristics that do not find their counterpart in real ants. In the following the nature inspired characteristics of artificial ants is discuss first, and then how they differ from real ants [Dorigo99].

Colony of cooperating individuals

As real ant colonies, ant algorithms are composed of a population, or colony, of concurrent and asynchronous entities globally cooperating to find a good “solution” to the task under consideration. Although the complexity of each artificial ant is such that it can build a feasible solution (as a real ant can find somehow a path between the nest and the food), high quality solutions are the result of the cooperation among the individuals of the whole colony. 

6.2.2 Pheromone trail 
Artificial ants modify some aspects of their environment as the real ants do. While real ants deposit on the world’s state they visit a chemical substance, the pheromone, artificial ants change some numeric information locally stored in the problem’s state they visit. This information takes into account the ant’s current history and can be read or written by any ant accessing the state. By analogy, we call this numeric information artificial pheromone trail [Merloti04], pheromone trail for short in the following. In Ant algorithms local pheromone trails are the only communication channels among the ants. Usually, in ACO algorithms an evaporation mechanism, similar to real pheromone evaporation, modifies pheromone information over time. Pheromone evaporation allows the ant colony to slowly forget its past history so that it can direct its search towards new directions without being over-constrained by past decisions.

Shortest path searching and local moves

Artificial and real ants share a common task: to find a shortest (minimum cost) path joining an origin (nest) to destination (food) sites. Real ants do not jump, they just walk through adjacent terrain’s states, and so do artificial ants, moving step-by-step through “adjacent states” of the problem. Of course, exact definitions of state are problem-specific.
Artificial ants have also some characteristics which do not find their counterpart in real ants.

Artificial ants live in a discrete world and their moves consist of transitions from discrete states to discrete states. Artificial ants have an internal state. This private state contains the memory of the ants’ past actions. Artificial ants deposit an amount of pheromone that is a function of the quality of the solution found. Artificial ants timing in pheromone laying is problem dependent and often does not reflect real ants behaviour. For example, in many cases artificial ants update pheromone trails only after having generated a solution.

To improve overall system efficiency, ACO algorithms can be enriched with extra capabilities like look ahead, local optimization, backtracking, and so on, that cannot be found in real ants. In many implementations ants have been hybridized with local optimization procedures [Gambardella97, Bullnheimer97].

6.2.3 The Ant Colony Optimization algorithms

Several researches have been made lately on Ant algorithms, and the main character in this effort is the Italian Marco Dorigo [Caro98 – Dorigo04]. His first work in ant algorithms was produced in his Ph.D. thesis in 1992 and the proposal of the Ant Systems algorithm. Dorigo follows a line of research that applies the concept of cooperative agents in solving complex combinatorial problems such as the travelling salesman problem, the quadratic assignment problem and others.

Ant algorithms are often compared with other evolutionary approaches such as Genetic Algorithms, Evolutionary Programming and Simulated Annealing. Ant algorithms are non-deterministic and rely on heuristics to approximate to a sub-optimal solution in cases where the number of combinations is extremely huge and impossible to calculate using a deterministic algorithm.

Other lines of research with ant algorithms are in the area of computer vision and self-clustering. Vitorino Ramos [Ramos00, Ramos03a, Ramos03b] from Portugal has made significant advances in this area. Since 1998 a biannual conference on Ant Colony Optimization is organized in Bruxelles, Belgium and attracts researchers of all over the world. In the next few sections, the current methods inspired in biological ant societies will be presented.

Ant System (AS)

Ant System was the first attempt to use the natural metaphor of ants to solve a hard combinatorial problem as the travelling salesman problem (TSP).

In Ant System, the artificial ants have some memory (tabu list) in order not to visit cities already visited in a cycle [Maniezzp94, Gambardella99]. They not always follow pheromones, actually they will choose between a certain concentration of artificial pheromone and a shorter path to the next city based on a probability formula.

In Ant System, pheromones are laid in the arcs at the end of iteration, and the amount of pheromone in the trails is calculated using the following formula:
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The amount of pheromone τ in the edge(i,j) at the end of one tour (t+n, assuming the graph has n cities) is calculated by first applying an evaporation coefficient ρ to the initial pheromone amount at instant t plus a new amount of pheromones calculated from all k ants that passed through the edge (i,j):
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 is a parameter that specifies the amount of pheromones ant k has to distribute through its trail, and L is the tour length of ant k. It becomes clear that ants with minimum tour length will deposit a greater amount of pheromone on edges pertaining to its path, while longer paths will dilute the pheromone amount among several edges of the graph.

Individual ants choose a new path based on this following formula:
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This formula means that the probability of a digital ant “k” to choose a path (i,j) depends on both the amount of pheromone τ on that edge and the distance η from i to j. The parameters α and β control how important each parameter will be in the probabilistic decision. The tabu list keeps a list of all edges already visited by the kth ant and cannot be visited again by determination of the TSP constraints [Dorigo99].

Ant-Q

Ant-Q is a first step trying to implement reinforcement learning using the Q-Learning method [Dorigo96]. Ant-Q still relies on two parameters alpha and beta to control the influence of greedy heuristics (path visibility) and a pseudo-random-proportional action rule, very similar in concept to the pheromone formula of section 1.4.1. Actually, the authors of Ant System and Ant-Q promptly admit that the pheromone updating formula of Ant System can be interpreted as one type or reinforcement learning. The fundamental difference between AS and Ant-Q is that only the best ant (the one that found the shorter path) gets to deposit pheromones in its trail. Ant Colony Systems (ACS) is an improved algorithm based on Ant-Q and will be further studied in the next section.
Ant Colony System (ACS)

ACS is an evolution on the line of algorithms first proposed to generate good solutions for the TSP. It follows from the Ant-Q, which implements a Q-Learning method of reinforcement learning and has the following distinctive characteristics over its predecessors:

· It has a more aggressive action choice rule

· Pheromones are added only to global best tours

· When ants choose an edge from 
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Since ACS is simpler and most efficient than Ant Systems and Ant-Q, it is the preferred algorithm. The criteria used to calculate the probability of one ant 
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 is calculated in the same way of AS, a product of pheromone amount in 
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Unlike in AS, ACS pheromone updating formula is applied only to edges pertaining to the global best tour.

Another improvement over the Ant-Q is how they handle the local pheromone trail update [Dorigo96]. At each step, ants decrease the amount of pheromone of that arc in order to make is less desirable to following ants. While this has no connection to biological ant’s behaviour, it does help avoid stagnation.
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Formula (44) in ACS is almost identical to Ant-Q, except that τ0 is a parameter that replaces a few calculations. This substitution causes no harm to the algorithm effectiveness, but the reduction in calculation reduces the complexity of the problem and increases the performance of the algorithm.
6.2.4 MAX-MIN Ant System
MAX-MIN is very similar to Ant System, actually the solutions are constructed exactly the same way [Stützle98]. As stated in, the main difference over Ant System is:

· After each iteration only the best ant is allowed to deposit pheromones in the trail following the ACS model;

· Pheromone strength is bounded by an upper and lower limit (thus MAX-MIN) to avoid stagnation;

· Trails are initialized with the highest possible amount of pheromone to incite high exploration of trails at the start of the process.

At the end of each iteration all pheromones are decreased because of the evaporation coefficient but the pheromones in edges pertaining to the best solution are increased instead. The pheromone upper boundary helps avoid search stagnation by preventing only one trail to accumulate high values of pheromone. By limiting the amount of pheromone in a given trail, the probability of an ant choosing that trail is also being limited.

This algorithm was successfully applied to TSP and the Quadratic Assignment Problem [Maniezzp94, Gambardella99, Maniezzo99].

Ant Rank Algorithm

Ant Rank is thoroughly explained in and it is a slightly variation of some elitist variations of Ant System [Dorigo99]. At the end of each iteration the global best is used to update pheromones. Additionally, a rank of best ants is kept at all times and a number of them are allowed to deposit pheromones while walking the trail. The ants are sorted by their current solution length, and only the very first n ants are allowed to update the pheromone trail. The action choice rule is identical to the AS. Comparing ASrank with AS, Genetic Algorithms and Simulated Annealing, ASrank performed significantly better than the others.

6.2.4 ACO Meta Heuristic

After years studying ant algorithms and its applications on optimization problems, Dorigo et al. came up with a basic framework that is applicable to a variety of problems [Dorigo99, Dorigo04]. They named this framework as “ACO Meta Heuristic”.
Basically, the ACO Meta Heuristic is the generalization of Ant Systems and subsequently algorithms. It is an attempt to set scope boundaries and implicitly defining what types of problems the framework can be applied [Birattari04, Li03, Socha04]. 

The overall ACO meta-heuristic can also comprise some extra components that use global information and that go under the name of daemon_actions in the algorithm reported in Figure 2 [Dorigo99]. The three main activities of an ACO algorithm (ant generation and activity, pheromone evaporation, and daemon actions) may need some kind of synchronization, performed by the schedule_activities construct of Figure 2. In general, the online step-by-step pheromone update and the online delayed pheromone update components (respectively, lines 24–27 and 30–34 in the new_active_ant() procedure) are mutually exclusive and only in a few cases are they both present or both absent. In fact, an ant that visits a state with a large-sized neighborhood has a huge number of possible moves among which to choose. Therefore, the probability that many ants visit the same state is very small, and consequently there is little, if any, difference between using or not using pheromone trails.

For the first time the concept of Daemons was introduced, where an outside monitor would observe the behaviour of the ants and collect useful global information to deposit additional pheromone information or apply local optimization procedures specific to a certain problem [Michel99, Michel99]. The daemon would work as a supervisor that has specific knowledge about a problem and helps the ants choosing good solutions or not allowing them to deviate to illegal solutions.
6.2.5 Applications of ACO algorithms 

There are now available numerous successful implementations of the ACO Meta Heuristic applied to a number of different combinatorial optimization problems. Looking at these implementations it is possible to distinguish among two classes of applications: those to static combinatorial optimization problems and those to dynamic ones [Bin02, Michel99, Zheng03, Michel98]. Static problems are those in which the characteristics of the problem are given once and for all when the problem is defined and does not change while the problem is being solved [Caro98, Maniezzo98, Bullnheimer97, Bullnheimer98, Gambardella99]. A paradigmatic example of such problems is the classic travelling salesman problem, in which city locations and their relative distances are part of the problem definition and do not change at run time. On the contrary, dynamic problems are defined as a function of some quantities whose value is set by the dynamics of an underlying system [Colorni94, White98]. The problem changes therefore at run time and the optimization algorithm must be capable of adapting online to the changing environment.

There is a great expectation in the field of Artificial Intelligence, where learning and dealing with new situations is always a huge challenge. Ant algorithms are one of such promising approaches, and there is still much work left to be done.
6.3 The Particle Swarm Optimization

6.3.1 Introduction
Originally, PSO was designed for real – valued problems. PSO is similar to a genetic algorithm [Eberhart95] in that the system is initialized with a population of random solutions. It is unlike a genetic algorithm, however in that each potential solution is also assigned a randomized velocity, and the potential solutions, called particles, and then flown through hyperspace. Each particle has the memory to remember the coordinated in hyperspace which are associated with the best solution (fitness0 it has achieved so far. The value is called 
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, another best value is also tracked, which is called 
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, it is the global version of the particle swarm optimizer keeps track of the overall best value, and its location obtained thus far by any particle in the population.

The PSO concept consists of at each time step changing the velocity (accelerating) each particle toward its 
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and
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. Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward
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and
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. The commonly used PSO versions are global version and local version of PSO. The two versions differ in the particle’s neighbourhood, which is generally defined as topologically nearest particles to the particle on each side. In the local version of PSO, each particles neighbourhood includes limited numbers of particles on its sides, while in the global version of PSO; it includes all the particles in the population. The global version of PSO converges fast, but with potential to converge to a local minimum, while the local version of PSO might have more chances to find better solutions slowly.
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Figure 6: The ACO Meta Heuristic in pseudo-code.
The motion of the particles is governed by the following velocity update and position update.
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The trajectory of each individual in the search space is adjusted by dynamically altering the velocity of each particle, according to its own flying experience and the flying experience of the other particles in the search space. The first part of equation (45) represents the previous velocity, which provides the necessary momentum for particles to roam across the search space. The second part is known cognitive component, represents the personal thinking of each particle. The third term in the equation represents the social modelling of particles, which represents the collaborative effect of the particles, in finding the global optimal solution. The social component always pulls the particles toward the global best particle found so far.

The values of the parameters 
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determine the choice between the social and cognitive behaviour of the particles.

The advantages of PSO optimization technique compared to the genetic algorithm is that PSO does not suffer however, from some of GA’s difficulties, interaction in the group enhances rather than detracts from progress towards the solution. Further, a particle swarm system has memory, which the genetic algorithm does not have. Change in genetic populations results in destruction of previous knowledge of the problem, except when elitism is employed, in which case usually one or a small number of individuals retain their identities. In PSO, individuals who fly past optima are tugged to return towards them; and also the knowledge of good solutions are retained by all particles.

One of the disadvantages of the PSO is the optimal selection between the two different models. A number of approaches have been proposed as an effort to solve this problem. One of the approaches introduces the inertia weight in the velocity update equation and is given in equation 3.
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The inertia weight is introduced to balance between the global and local search abilities. A large inertia weight facilitates global search, while a small inertia weight facilitates local search. Another parameter called a constriction co-efficient is introduced with the hope that it can guarantee a PSO to converge.

In [Eberhart01] the time varying inertia weight was introduced. It was observed that the optimal solution can be improved by varying the value of 
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from 0.9 at the beginning of the search to 0.4 at the end of the search for most problems. However, considering the dynamic nature of real world applications, they have proposed a random inertia weight for tracking dynamic systems, as in equation 4.
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Where, 
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rand

is a uniformly distributed random number within the range [0,1]. Therefore, the mean value of the inertia weight is 0.75. The disadvantage of PSO-TVIW method is its inability to fine tune the optimum solution, mainly due to the lack of diversity at the end of the search [Evoul98]. 

In [Ratnaweera04], a novel parameter automation strategy for the particle swarm algorithm was proposed. Initially, to efficiently control the local search and convergence to the global optimum solution, time varying acceleration coefficients (TVAC) were introduced in addition to the time-varying inertia weight factor. The objective was to enhance the global search in the early part of the optimization and to encourage the particles to converge toward the global optima at the end of the search. In this new development, authors reduce the cognitive component and increase the social component, by changing the acceleration coefficients 
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with time. With a large cognitive component and small social component at the beginning of the problem space search, particles are exposed to the global search of the problem space. On the other hand, a small cognitive component and a large social component allows the particles to converge to the global optimal in the latter part of the optimization. The proposed modification is mathematically expressed as in equation 49 and 50.
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Where
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 are constants, 
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is the current iteration number and 
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is the maximum number allowable iterations.

In PSO, lack of diversity of the population, particularly during the latter stages of the optimization, was understood as the dominant factor for the convergence of particles to local optimum solutions prematurely. Recently, several attempts on improving the diversity of the population have been reported in the literature, considering the behaviour of the particles in the swarm during the search [Lovbjerg02], [Xie02]. Further, possible use of the concept of “mutation” in PSO as a performance enhancing strategy has also been investigated [Higashi03]. 

In evolutionary programming, a mutation function is defined to control the search toward the global optimum solution. However, different forms of mutation functions are used in evolutionary programming and the severity of mutation is decided on the basis of the functional change imposed on the parents. On the other hand, in genetic algorithms, the search toward the global optimum solution is mostly guided by the crossover operation. In PSO, the search toward the global optimum solution is guided by the two stochastic acceleration factors. Therefore, Angeline [Evoul98] related these two acceleration factors to the mutation function in evolutionary programming, whereas Shi and Eberhart [Shi98] related these two factors to the cross over operation in genetic algorithms.

To control the phenomenon of particles getting caught in the local minima, the authors of [Ratnaweera04], enhance the global search via the introduction of a mutation operator, which is conceptually equivalent to the mutation in genetic algorithms. In this new strategy, when the global optimum solution is not improving with the increasing number of generations, a particle is selected randomly and then a random perturbation is added to a randomly selected modulus of the velocity vector of that particle by a predefined probability (mutation probability). However, the mutation step size is set proportionally to the maximum allowable velocity. 

In [Meng04s], a new hybrid evolutionary – based method combining the particle swarm algorithm and the chaotic search is proposed for optimizing. To achieve high performance in optimizing, the chaotic search mechanism is embedded in the standard particle swarm algorithm adaptively to avoid the stagnancy of population and increase the speed of convergence. To make the particles escape from stagnancy, the inactive particle should be replaced with freshly created particles adaptively. Chaos is a common phenomenon existing in the non-linear system, which is characterized as ergodicity, randomicity and regularity. The main idea of chaotic search is as follows: chaos queues are generated by iteration of a certain equation, here, an equation called Logistic is employed to obtain chaos queues, which are taken into optimization by carrier wave. It means that chaotic dynamic is amplified into a range where optimization values are initialized. With the chaotic iteration, the algorithm will find the optimal area effectively. However, chaotic search will sometimes, lose its superiority when the search space expands so widely that chaos queues can’t reach the optimal area for a short time. So, chaotic search should be restricted into a small time. So, chaotic search should be restricted into a small range in order to obtain high performance in local search.

Liu and Abraham introduced Turbulence in the particle swarm optimization (TPSO). The proposed algorithm uses a minimum velocity threshold to control the velocity of particles. TPSO mechanism is similar to a turbulent pump, which supplied some power to the swarm system to explore new search space. The minimum velocity threshold of the particles is tuned adaptively by using a fuzzy logic controller, which is further called as fuzzy adaptive TPSO (FATPSO). The authors discuss the one of the main reason for premature convergence of PSO is due to the stagnation of the particles exploration of a new search space. If a particle’s velocity decreases to a threshold 
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a new velocity is assigned to the particles using equation 51.
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Where 
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is the random number, uniformly distributed with the interval [-1,1], and 
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is the scaling factor to control the domain of the particles oscillation according to 
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. 
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is the minimum velocity, threshold, a tuneable threshold parameter to limit the minimum of the particles velocity. The performance of the algorithm is directly correlated to two parameter values, 
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and
[image: image348.wmf]r

. A large 
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shortens the oscillation period, and it provides a great probability for the particles to leap over local minima using the same number of iterations. But a large 
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compels particles in the quick flying state, which leads them not to search the solution and forcing them not to refine the search.

6.3.2 Topology structures

The strength of the PSO algorithm is attributed to the knowledge/experience sharing among the particles. The topology that defines the interaction between particles is investigated in this section. As previously mentioned, the trajectories of the particles are influenced either by the cognitive model or by the social model. In the social model, the trajectory of each particle’s search is influenced by the best point found by any member of the entire population. The cognitive model allows each individual to be influenced by some smaller number of adjacent neighbourhoods that comprise exactly two neighbours, one on each side, like a ring lattice. 

In [Kennedy02], the authors focus on population topologies where connections were undirected, unweighted and did not vary over the course of the trial. Watts in [Watts99], [Watts98] has shown that the flow of information through social networks is affected by several aspects of the networks. The first measure is the degree of connectivity among nodes in the net. Each individual in a particle swarm identifies the best point found by its 
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neighbours; 
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 is the variable that distinguishes two models mentioned above.

The second factor identified by Watts was the amount of clustering
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. Clustering occurs when a node’s neighbours are also neighbours to one another. The number of neighbours – in – common can be counted per node, and can be averages over the graph. Finally, Watts noted that the average shortest distance from one node to another was an important graph characteristic for determining the spread of information through the network. However, Kennedy in [Kennedy99] theorized that population with fewer connections might perform better on highly multimodal problems, which highly interconnected populations would be better for unimodal problems. In [Kennedy02], the authors hypothesize that heterogeneous population structures with some subsets of the population tightly connected and others relatively isolated, might provide the benefits of both models sociometrics. It was noted that the heterogeneity could be of two types. Variance could be introduced into 
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, the number of neighbors for each node in the population, or it could be introduced into 
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, the number of neighbors in common. If 
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 has a high variance, then some nodes will have numerous neighbours, while others have fewer. Variance in 
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means that cliques will be found in some parts of the population, where neighbours’ neighbours are neighbours, while other parts of the population will be relatively isolated.

Six different sociometric topologies were studied in [Kennedy02]; four of these were implemented both with and without the self included, for a total of ten and are listed below.

1. 
[image: image358.wmf]gbest

: Which treats the entire population as the individual’s neighbourhood
2. 
[image: image359.wmf]lbest

: Where adjacent members of the population array comprise the neighbourhood
3. Pyramid: A three – dimensional wire frame triangle.

4. Star: One central node influenced, and was influenced by, all other members of the population.

5. Small: a graph created with cliques and isolates as an example of heterogeneity.

6. Von-Neumann: Neighbours above, below and on each side on a two-dimensional lattice were connected.

Of these different topologies that were discussed authors in [Kennedy02], recommend the Von-neumann sociometric to be choice for practical applications.

6.3.3 Binary Particle Swarm Optimization
In standard PSO algorithm and the modifications that were discussed above are for solving the optimization problem in continuous space. The particle swarm explores the problem space by adjusting trajectories through manipulation of each coordinate of a particle. At least some success of the algorithm in real numbered functions appear to derive from the fact that it over flies known local optima, exploring beyond as well as between them. However, the next question that is to be addressed is what are the meanings of concepts such as trajectory, velocity, between and beyond in a discrete space. In a binary space, a particle may be seen to move to nearer and farther corners of the hypercube by flipping various number of bit, thus, velocity of the particle overall maybe described by the number of bits changed per iteration, or the Hamming distance between the particle at time 
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The Binary PSO was introduced by Kennedy and Eberhart in [Kennedy97]. The trajectory and velocity are defined in terms of changes in probability that a bit will be in one state or the other. Thus a particle moves in a state space restricted to zero and one on each dimension, where each 
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represents the probability of bit 
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taking the value the 1. However, the velocity update is unchanged for BPSO, except that now 
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are integers {0,1} and 
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is the probability constraint to the interval [0.0, 1.0]. The position update of the particles is changed from original equation as given in equation 53 to the following command.
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Trajectory in the current model is probabilistic, and velocity on a single dimension is the probability that a bit will change; thus even if 
[image: image372.wmf]id

v

should remain fixed, the position of the particle on that dimension remains dynamic as it flips polarity with probability following from the value of
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. In this model, the population members are not viewed as potential solutions; they are probabilities. The value of 
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for each dimension determines the probability that a bit 
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will take either 1 or 0 but 
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itself does not have a value until it is evaluated: the actual position of the particle in 
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dimensional space is ephemeral. An individual particle 
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with a particular vector 
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might have a different position 
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at every iteration.

PSO has shown to be an efficient, robust and simple optimization algorithm. Most of the PSO studies are empirical with only a few theoretical analyses that concentrate on understanding particle trajectories. In the work presented by Bergh et al. in [Bergh05] the authors present the overview of the current theoretical studies and extend these studies to investigate particle trajectories for general swarms to include the influence of the inertia term. Also, they provide a formal proof that each particle converges to a stable point, along with the empirical analysis of multi-dimensional stochastic particles. 

6.3.4 Merging/Combination of different Evolutionary techniques.

In [Bergh04], authors presented a variation on the traditional PSO algorithm, called the cooperative particle swarm optimizer, or CPSO, employing cooperative behaviour to significantly improve the performance of the original algorithm. This is achieved by using multiple swarms to optimize different components of the solution vector cooperatively. On the other hand, Genetic Algorithms are a part of the larger family of evolutionary algorithms. GA’s maintain a population of potential solutions to some optimization problem, generating new solutions during each iteration using a variety of recombination, selection and mutation operators. Due to their stochastic nature they are also sensitive to an exponential increase in the volume of the search space. Potter in [Potter94] suggested that the search space should be partitioned by splitting the solution vectors into smaller vectors. Each of these smaller search spaces is then searched by a separate GA; the fitness function is evaluated by combining solutions found by each of the GA’s representing the smaller subspaces. It was also realized that the performance of the cooperative co evolutionary genetic algorithms (CCGA) of Potter deteriorates when there exists dependencies among parameters. In the work presented in [Bergh04] Potter’s technique is applied to the PSO, resulting in two new cooperative PSO models, namely CPSO-
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 and CPSO-
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. The CPSO-
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 model is a direct application of Potter’s CCGA model to the standard PSO, while the CPSO-
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 model combines the standard PSO with the CPSO-
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model. 

The cooperative swarms were applied to PSO, creating a family of CPSO’s. Instead of having one swarm solving the optimization problem, the solution vector is split into its components so that 
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swarms are optimized in a 1D vector. This approach raised the following to be addressed.

Selection: The solution vector is split into 
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parts, each part being optimized by a swarm with 
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particles. This allows for 
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combinations for constructing the composite 
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component vector. The simplest approach is to select the best particle from each swarm. However, this approach could lead to undersampling and greedy behaviour of the particles.

Credit assignment: The solution to the credit assignment problem is the answer to the question: “To what degree is each individual component responsible for the overall quality of the solution”? In terms of swarm, how much credit should each swarm be awarded when the combined vector (built from all the swarms) results in a better solution? One simple solution is to give all swarm an equal amount of credit. If the issue is not properly addressed by the optimization algorithm, then the algorithm could spend too much time optimizing variables that have little effect on the overall solution.

The CPSO-
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algorithm is typically able to solve any problem that the standard PSO can solve. It is possible however, for the algorithm to become trapped in a state where all the swarms are unable to discover better solutions, but the algorithm has not yet reached a local minimum. This is an example of stagnation, caused by the restriction that only one swarm is updated at a time, i.e., only one subspace is searched at a time.

Among many to augment the CPSO-
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algorithm to prevent it from becoming trapped in such pseudominima, Potter suggested that each element of the population 
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should be evaluated in two contexts. The authors called this approach CCGA – 2 algorithm. One context is constructed using the best elements from the other populations, similar to the CCGA – 1 and CPSO –
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algorithms. The second context is constructed using a randomly chosen element from element from each of the other populations. The individual under consideration receives the better of the two fitness values obtained in the two contexts. This approach is a compromise between the CCGA-1 approach and an exhaustive evaluation, where each element is evaluated against all other possible contexts that can be constructed from the current collection of populations. The exhaustive approach would require 
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function evaluations to determine the fitness of a single individual, where 
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is the population size and 
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the number of populations. This rather large increase in the number of function evaluations would outweigh the advantage of using a cooperative approach. However, the CCGA-2 approach has the disadvantage that the fitness of an individual is still only evaluated against a sample of possible values obtained from a search restricted to a subspace of the complete search space. In other words, it could still become trapped in a pseudominimizer, although this event is significantly less like that for the CCGA-1 algorithm. 

Given that PSO has the ability to escape from pseudominimizers, and that the CPSO-
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algorithm has faster convergence on certain function, it would be ideal to have an algorithm that could exploit both these properties. One way to achieving this goal is to interleave the two algorithms, so that the CPSO-
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algorithm is executed for one iteration, followed by one iteration of the PSO algorithm. Even more powerful algorithms can be constructed by exchanging information regarding the best solutions discovered so far either component at the end of each iteration. This information exchange is then a form of cooperation between the CPSO-
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component and the PSO component. 

6.3.5 Multi-Objective Optimization

The use of evolutionary algorithms for multi-objective optimization (an area called “evolutionary multi-objective optimization” or EMO in short) has significantly grown in the last few years, giving rise to a wide variety of algorithms [Coello02a]. The current trends in EMO research are to improve the efficiency of both algorithms and of the data structures used to store non-dominated vectors. EMO researchers have produced some clever techniques to maintain diversity, e.g. the adaptive grid used by Pareto Archive Evolutionary Strategy (PAES) [Knowles00], new algorithms that use very small populations and data structures that allow handling unconstrained external archives.

The characteristics that are particularly suitable for multi-objective optimization mainly because of the high speed of convergence that the algorithm presents for single-objective optimization [Kennedy01]. In [Coello04], authors present a proposal called “Multi-objective Particle Swarm Optimization” (MOPSO), which allows the PSO algorithm to be able to deal with multi-objective optimization problems. The authors proposed an improved version of the algorithm introduced in [Colello02]. MOPSO is validated using several standard test functions reported in the specialized literature and compared against three highly competitive EMO algorithms: the non-dominated sorting genetic algorithm II, the PAES and the microgenetic algorithm for multi-objective optimization.

The following lists the existing approaches presented by different authors.

1. The algorithm of Moore and Chapman [Moore99]: This algorithm was presented in an published document and it is based on Pareto dominance. The authors emphasize the importance of performing both an individual and a group search (a cognitive component and a social component). However, the authors did not adapt any scheme to maintain diversity.

2. The swarm metaphor of Ray and Liew [Ray02]: This algorithm also uses Pareto dominance and combines concepts of evolutionary techniques with the particle swarm. The approach uses crowding to maintain diversity and a multi-level sieve to handle constraints (for this, the authors adopt the constraint and objective matrices proposed in some of their research.

3. The algorithm of Parsopoulos and Vrahatis [Moore99]: Unlike the previous proposal, this algorithm adopts an aggregating function (three types of approaches were implemented: a conventional linear aggregation function, a dynamic aggregating approach [k10, 18], in which the weights are varied in such a way that concave portions of the Pareto front can be generated.

4. Dynamic neighbourhood PSO proposed by Hu and Eberhart [Goldberg89]: In this algorithm, only one objective is optimized at a time using a scheme similar to lexicon graphic ordering [Coello02b]. Lexicographic ordering tends to be useful only when few objective functions are used (two or three), and it may be sensitive to the ordering of the objectives.

In [Coella04,], handling multi objective optimization using particle was presented. The differences in the approach presented to the other existing proposals in the literature are:

In [Coella04], the authors adopt an external (or secondary) repository similar to the adaptive grid of PAES [Knowles00].

The mutation operator the authors used in [Coella04] use acts on both the particles of the swarm and on the range of each design variable of the problem to be solved. This aims not only to explore remote regions of the search space, but also tries to ensure that the full range of each decision variable is explored.

In [Coella04], authors provide an extensive analysis of the impact of the parameters of their MOPSO on its performance. In their study, they compare the MOPSO with respect to three other algorithms using metrics.

6.3.6 Applications

PSO algorithm has been successfully implemented in various problem domains, e.g. in adhoc sensor network [Yuan04], in classification of images [Chandramouli05], in gene-clustering [Xiao03], in re-configurable array design [Gies03], to solve the travelling sales man problem [Wang03], [Zhi04], in recurrent network design [Juang04], as an effective learning for neural network [Liu04]. Binary PSO has been implemented in the field of distribution network reconfiguration for load balancing [Jin04], and for unit commitment [Giaing03].
7.0 Conclusion

In this report, state of the art approaches in User Relevance Feedback and Biologically Inspired Systems are extensively described, along with the state of the art review on Clustering and Classification algorithms. In spite of the large variety of algorithms and approaches, there are still many issues to address in order to bridge the so-called “Semantic Gap”. The K-Space consortium will address the issue of semantic gap in the context of content based and context based image retrieval using Biologically Inspired Systems. 
References
[Adomavicius05] Adomavicius, G. & Tuzhilin, A. (2005). Toward the next generation of recommender systems: a survey of the state-of-the-art and possible extensions.  IEEE Transactions on Knowledge and Data Engineering, Volume 17,  Issue 6, 734-749

[Aggarwal99] Aggarwal, C.C., Wolf, J.L., Wu, K.L. & Yu, P.S. (1999). Horting Hatches an Egg: A New Graph-Theoretic Approach to Collaborative Filtering. In Proceedings of KDD-99 (pp. 201-212). San Diego, CA: ACM. 

[Aggarwal00] Gaurav Aggarwal, Pradeep Dubey, Sugata Ghosal, Ashutosh Kulshreshtha, and Abhinanda Sarkar. ipure: Perceptual and user-friendly retrieval of images. In Proceedings of IEEE Conference on Multimedia and Exposition (ICME 2000), July 2000.

[Aksoy98] Aksoy, S. and Haralick, R. M., “Textural features for image database retrieval,” in IEEE CVPR'98 Workshop on Content-Based Access of Image and Video Libraries, (1998). 

[Anagnostopoulos01] G. Anagnostopoulos and M. Georgiopoulos, “Ellipsoid ART and ARTMAP for incremental unsupervised and supervised learning,” in Proc. IEEE-INNS-ENNS Int. Joint Conf. Neural Networks (IJCNN’01), vol. 2, Washington, DC, 2001, pp. 1221–1226.

[Baatz99] Baatz, M.- Schäpe, A.: “Object-Oriented and Multi-Scale Image Analysis in Semantic Networks”, 1999

[Bach96] Bach, J. R., Fuller, C., Gupta, A., Hampapur, A., Horowitz, B., Humphrey, R., Jain, R., and Shu, C. F., “The Virage image search engine: an open framework for image  management,” in SPIE Storage and Retrieval for Image and Video Databases V, (1996).

[Balabanovic97] Balabanovic, M. (1997). Content-Based, Collaborative Recommendation. Communications of the ACM, 40, 66-72.

[Baraldi02] Baraldi and E. Alpaydin, “Constructive feedforward ART clustering networks—Part I and II,” IEEE Trans. Neural Netw., vol. 13, no. 3, pp. 645–677, May 2002.

[Baraldi99] Baraldi and P. Blonda, “A survey of fuzzy clustering algorithms for pattern recognition—Part I and II,” IEEE Trans. Syst., Man, Cybern. B, Cybern., vol. 29, no. 6, pp. 778–801, Dec. 1999.

[Basu98] Basu, C., Hirsh, H. & Cohen, W. (1998). Recommendation as Classification: Using Social and Content-Based Information in Recommendation. In Proceedings of the 15th National Conference on Artificial Intelligence (pp. 714-720). Madison, WI.

[Benitez98] A. B. Benitez, M. Beigi, and S.-F. Chang. Using relevance feedback in content-based image metasearch. IEEE Internet Computing, 2(4):59–69, July/August 1998.

[Bergh04] Frans van den Bergh, Andries P. Engelbrecht, “A Cooperative Approach to Particle Swarm Optimization“, IEEE Trans. on Evolutionary Computation, Vo. 8, No. 3, June 2004, pp. 225 – 239.

[Bergh05] F.Van den Bergh, A.P.Engelbrecht, “A study of particle Swarm optimization on Particle trajectories”,Information Sciences, Vol. 176, No. 8, Apr 2006, pp. 937 – 971.
[Berman99] Andrew Berman and Linda Shapiro. A flexible image database system for content-based retrieval. Computer Vision and Image Understanding, 75(1/2):175–195, 1999. 

[Billsus00] Billsus, D. & Pazzani, M.J. (2000). User modeling for adaptive news access. User Modeling and User-Adapted Interaction, 10, 147-180.

[Bin02] W. Bin, Yi, Z., Shaohui, L., Zhongzhi, S., CSIM: A Document Clustering Algorithm Based on Swarm Intelligence, In: Proceedings of the Congress on Evolutionary Computation, Vol. 1, Honolulu, HI, (2002) 477-482

[Birattari04] M. Birattari, “The problem of tuning metaheuristics as seen from a machine learning perspective,” Ph.D. dissertation, Universit´e Libre de Bruxelles, Brussels, Belgium, 2004.

[Bobrowski91] L. Bobrowski and J. Bezdek, “c-Means clustering with the Lp and L norms,” IEEE Trans. Syst., Man, Cybern., vol. 21, no. 3, pp. 545–554, May-Jun. 1991.

[Bordogna96] Gloria Bordogna and Gabriella Pasi, “A user-adaptive neural network supporting a rule based relevance feedback”, Fuzzy Sets and Systems, Vol. 82, No. 9, Spt 1996, pp. 201 – 211.

[Bouet98] Bouet, M. and Djeraba, C., “Powerful image organization in visual retrieval systems,” in ACM Multimedia'98, Bristol, UK, (1998).

[Bradshaw00] B. Bradshaw. Semantic based image retrieval: A probabilistic approach. In Proc. of the ACM Int. Conf. on Multimedia (Multimedia-00), pages 167–176, New York, Oct. 30–Nov. 04 2000. ACM Press.

[Breese98] Breese, J.S., Heckerman, D. & Kadie, C. (1998). Emperical Analysis of Predictive Algorithms for Collaborative Filtering. In Proceedings of the 14th conference on Uncertainty in Artificial Intelligence. Madison, WI: Morgan Kaufmann Publisher. 

[Brunelli00] R. Brunelli and O. Mich. Image retrieval by examples. IEEE Transactions on Multimedia,  (3):164– 171, September 2000. 

[Brunelli00] R. Brunelli and O. Mich. Image retrieval by examples. IEEE Transactions on Multimedia,  (3):164– 171, September 2000.

[Buczak02] Buczak, A.L., Zimmerman, J. & Kurapati, K. (2002). Personalization: Improving Ease-of-Use, Trust and Accuracy of a TV Show Recommender. In L. Ardissono & A.L. Buczak (Eds.), Proceedings of Personalisation in Future TV’02 (pp. 3-12). Malaga, Spain: University of Malaga.

[Bullnheimer97] B. Bullnheimer, R. F. Hartl, and C. Strauss. An improved ant system algorithm for the vehicle routing problem. Technical Report POM-10/97, Institute of Management Science, University of Vienna, 1997. 

[Bullnheimer98] B. Bullnheimer, R. F. Hartl, and C. Strauss. Applying the ant system to the vehicle routing problem. In I. H. Osman S. Voß, S. Martello and C. Roucairol, editors, Meta-Heuristics: Advances and Trends in Local Search Paradigms for Optimization, pages 109–120. Kluwer Academics, 1998. 

[Burke97] Burke, R., Hammond, K. & Young, B. (1997). The FindMe Approach to Assisted Browsing. IEEE Expert, 12, 32-40.

[Burke00] Burke, R. (2000b). Knowledge-Based Recommender Systems. In A. Kent (ed.), Encyclopedia of Library and Information Systems, Vol. 69, Supplement 32. New York: Marcel Dekker

[Burke99] Burke, R. (1999). The Wasabi Personal Shopper: A Case-Based Recommender System. In Proceedings of the 11th Conference on Innovative Applications of Articifial Intelligence (pp. 844-849). American Association for Artificial Intelligence.

[Burke02] Burke, R. (2002). Hybrid Recommender Systems: Survey and Experiments. User Modeling and User-Adapted Interaction, 12, 331-370.

[Campbell96] I. Campbell and C. J. van Rijsbergen. The ostensive model of developing information needs. In Proc. of the Int. Conf. on Conceptions of Library and Informaion Science, pages 251–268, 1996.

[Caro98] G. Di Caro and M. Dorigo. Two ant colony algorithms for best-effort routing in datagram networks. In Proceedings of the Tenth IASTED International Conference on Parallel and Distributed Computing and Systems (PDCS’98), pages 541–546. IASTED/ACTA Press, 1998. 

[Carpenter88] G. Carpenter and S. Grossberg,  “The ART of adaptive pattern recognition by a self-organizing neural network,” IEEE Computer, vol. 21, no. 3, pp. 77–88, Mar. 1988.

[Cha99] Cha, K. H., Lee, H. A., Park, J. D., Ryu P.-M., Chae Y.-S., and Park S.-Y.,  Representation of the situational meaning of an image based on domain ontology,” ISO/IEC/JTC1/SC29/WG11 pp. 331, Lancaster, UK, Feb. (1999).

[Chandramouli05] Krishna Chandramouli, Ebroul Izquierdo, “Image Classification using Self Organizing Feature Maps and Particle Swarm Optimization”, 7th International Workshop on (WIAMIS 2006) pp. 313 – 316.
[Chang00] Chang, S.F.- Sundaram, H.: “Structural and Semantic Analysis of Video”, New York,  NY10027, USA, Jul. 2000

[Chang03] E. Chang, K. Goh, G. Sychay, and G. Wu. CBSA: Content-based soft annotation for multimodal image retrieval using bayes point machines. IEEE Trans. Circuits Syst. Video Technol. (Special Issue on Conceptual and Dynamical Aspects of Multimedia Content Description), 13(1):26–38, Jan. 2003.

[Chang80] Chang N. S, Fu K. S, “Query by pictorial example”, IEEE Trans. on Software Engineering 1980, pp. 519 – 524.

[Chen00] J.-Y. Chen, C. A. Bouman, and J. C. Dalton. Hierarchical browsing and search of large image databases. IEEE Trans. Image Processing, 9, 2000.

[Chen01] Y. Chen, X. S. Zhou, T. S. Huang, “One-class SVM for Learning in Image Retrieval”, ICIP'2001, Thessaloniki, Greece, October 7-10, 2001.

[Chen99] Chen T, Chen L-H, Ma K.K, “Colour image indexing using SOM for region of interest”, Pattern Analysis and Applications 1999, pp. 157 – 165.

[Cherng01] J. Cherng and M. Lo, “A hypergraph based clustering algorithm for spatial data sets,” in Proc. IEEE Int. Conf. Data Mining (ICDM’01), 2001, pp. 83–90.

[Chiang03] J. Chiang and P. Hao, “A new kernel-based fuzzy clustering approach: Support vector clustering with cell growing,” IEEE Trans. Fuzzy Syst., vol. 11, no. 4, pp. 518–527, Aug. 2003.

[Chinrungrueng95] C. Chinrungrueng and C. Séquin, “Optimal adaptive K-means algorithm with dynamic adjustment of learning rate,” IEEE Trans. Neural Netw., vol. 6, no. 1, pp. 157–169, Jan. 1995.

[Claypool99] Claypool, M., Gokhale, A., Miranda, T., Murnikov, P., Netes, D. & Sartin, M. (1999). Combining Content-Based and Collaborative Filters in an Online Newspaper. In SIGIR’99 Workshop on Recommender Systems: Algorithms and Evaluation. Berkeley, CA.

 [Coella02b] C.A.Coella Coella, D.A. Van Veldhuzen, G.B. Lamont, Evolutionary Algorithms for Solving Multi-Objective Problems. Norwell, MA. Kluwer, 2002.

[Coello02a] C.A.Coello Coello, M.S.Lechuga, “MOPSP: A proposal for multiple objective particle swarm optimization”, Proc. Congr. Evolutionary Computation (CEC’2002), vol. 1, Honolulu, HI, May 2002, pp.1051 – 1056.

[Coello04] Carlos A Coello Coello, Gregorio Toscano Pulido, Maximino Salazar Lechuga, “Handling Multiple Objectives with Particle Swarm Optimization”, IEEE Trans. on Evolutionary Computation, Vol. 8, No. 3, June 2004, pp. 256 – 279.

[Colorni94] A. Colorni, M. Dorigo, V. Maniezzo, and M. Trubian. Ant system for job-shop scheduling. Belgian Journal of Operations Research, Statistics and Computer Science (JORBEL), 34:39–53, 1994. 

[Condliff99] Condliff, M.K., Lewis, D.D., Madigan, D. & Posse, C. (1999). Bayesian Mixed-Effects Models for Recommender Systems. In SIGIR’99 Workshop on Recommender Systems: Algorithms and Evaluation. Berkeley, CA.

[Cox00] I. J. Cox, M. L. Miller, T. P. Minka, T. V. Papathomas, and P. N. Yianilos. The bayesian image retrieval retrieval system, PicHunter: Theory, implementation and psychophysical experiments. In IEEE Trans. Image Processing, volume 9, pages 20–37, Jan. 2000.

[Cox00] Cox I.J, Miller M.L, Minka T. P, Papathomas T.V, Yianilos P. N, “The Bayesian image retrieval system, PicHunter: theory, implementation and psychophysical experiments”, IEEE Trans. On Image Processing, Vol. 9, No. 1, Jan 2000, pp. 20 – 37

[Csillagphy97] Csillaghy A, “Neural Network generated indexing features and retrieval effectiveness”, Proceedings of the convergence computing Methodologies in Astronomy (CCMA) Conference, Sonthofen, Bavaria, Sep 1997.

[Dahlhaus00] E. Dahlhaus, “Parallel algorithms for hierarchical clustering and applications to split decomposition and parity graph recognition,” J. Algorithms, vol. 36, no. 2, pp. 205–240, 2000

[Dasgupta99] D.Dasgupta, Ed., “Artificial Immune Systems and their Applications”, Heidelberg, Germany: Springer – Verlag, 1999.

[Davis91] Davis L, Ed (1991). Handbook of Genetic Algorithms, Van Nostrand Reinhold, New York, NY.

[Deng99] Deng, Y., Manjunath, B. S., Shin, H. and Choi, Y., “A color descriptor for MPEG-7: variable-bin color histogram,” ISO/IEC JTC1/SC29/WG11, Lancaster, UK, Feb. pp. 76 (1999). 

[Dorigo04] M. Dorigo and T. St¨utzle, Ant Colony Optimization. MIT Press, Cambridge, MA, 2004, to appear. 

[Dorigo91] M. Dorigo, V. Maniezzo, A. Colorni. Ant System: An Autocatalytic Optimizing Process. Technical Report 91-016. Politecnico di Milano, Italy, 1991.

[Dorigo91] M. Dorigo, V. Maniezzo, A. Colorni. Distributed Optimization by Ant Colonies. Proceedings of ECAL91 - European Conference on Artificial Life. Elsevier Publishing, 134-142. Paris, France, 1991.

[Dorigo91] M. Dorigo, V. Maniezzo, A. Colorni. Positive feedback as a search strategy. Technical Report 91-016. Politecnico di Milano, Italy, June 1991.

[Dorigo92] M. Dorigo, A. Colorni, V. Manierzzo. An investigation of some properties of an "Ant Algorithm". Proceedings of the parallel problem solving from nature conference. Elsevier Publishing, 509-520. Brussels, Belgium, 1992.

[Dorigo96] M. Dorigo, L. Gambardella. A study of some properties of Ant-Q. Proceedings of the Fourth Conference on Parallel Problem Solving from Nature. Springer-Verlag, 656-665. Berlin, 1996.

[Dorigo96] M. Dorigo, V. Maniezzo, A. Colorni. The Ant System: Optimization by a colony of cooperating agents. IEEE Transactions on Systems, Man, and Cybernetics-Part B, Vol. 26, No. 1. Pages 1-13, 1996.

[Dorigo96] M. Dorigo, V. Maniezzo, A. Colorni, F. Maffioli, G. Righini, M. Trubian. Heuristics from nature for hard combinatorial optimization problems. International Transactions on Operational Research, 3, 1, 1-21. Politecnico di Milano, Italy, 1996.

[Dorigo99] M. Dorigo, T. Stutzle. ACO Algorithms for the Traveling Salesman Problem. Recent advances in genetic algorithms, evolution strategies, evolutionary programming, genetic programming and industrial applications, John Wiley & Sons. Bruxelles, Belgium, 1999.

[Dorigo99] M. Dorigo, G. Di Caro. Ant Algorithms for Discrete Optimization. Technical Report 98-10, Universite Libre de Bruxelles. Bruxelles, Belgium, 1999

[Douglass99] Douglass, R. J., “Description definition language (DDL), knowledge representation language for MPEG-7 DDL,” ISO/IEC JTC1/SC29/WG11, Lancaster, UK, Feb. pp. 124 (1999). Ferman, A. M., Tekalp, A. M., Mehrotra, R.,  “Histogram-based color descriptors for multiple frame color characterization,” ISO/IEC/JTC1/SC29/WG11, Lancaster, UK, Feb. pp. 529 (1999). 

[Doulamis99] Anastasisos D Doulamis, Nikolaos D Doulamis, Stefanos D Kollias, “Relevance Feedback For Content – Based Retrieval in video Databases: A Neural Network Approach”, The 6th International Conference on Electronics Circuits and Systems, Vol. 3, Sep 1999, pp.. 1745 – 1748.
[Duda73] Duda, R. & Hart, P. (1973). Pattern Classifcation and Scene Analysis. New York: John Wiley & Sons. 

[Duin99] Jain, R. Duin, and J. Mao, “Statistical pattern recognition: A review,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 22, no. 1, pp. 4–37, 2000.

[Eakins99] ] J. P. Eakins and M. Graham. Content-based image retrieval. JISC Technology Applications Report 39, Oct. 1999.

[Eberhart01] R.C.Eberhart, Y.Shi, “Tracking and optimizing dynamic systems with particle swarm” in Proc. IEEE Congr. Evolutionary Computation 2001. pp. 94 – 97.

[Eberhart95]] Eberhart R, Kennedy J, “A new optimizer using particle swarm theory”, Proc. Of the sixth international symposium on Micro Machine and Human Science, Oct 1995, pp. 39 – 43.

[Encyclopaedia] Encyclopaedia Britannica. Pheromone. Britannica 2002 Deluxe Edition CD-ROM, 2002.

[Everitt00] B. Everitt, S. Landau, and M. Leese, Cluster Analysis. London: Arnold, 2001.

[Evoul98]  “Evolutionary optimization versus particle swarm optimization: Philosophy and the performance difference”, in Lecture Notes in Computer Science, vol. 1447, Proc. 7th International Conference Evolutionary Programming – Evolutionary Programming VII, Mar 1998, pp. 600 – 610.
[Faloutsos93] C. Faloutsos, M.Flicke, W.Niblack, J.Ashley, Q.Huang, B.Dom, M.Gorkani, J.Hafine, D.Lee, D.Petkovic, D.Steele, P.Yanker, “Query by image and video content: The QBIC system”, IEEE Computer 1995.
[Figueiredo02] M. Figueiredo and A. Jain, “Unsupervised learning of finite mixture models,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 24, no. 3, pp. 381–396, Mar. 2002.

[Flickner95] M. Flickner, H. Sawhney, W. Niblack, J. Ashley, Q. Huang, B. Dom, M. Gorkani, J. Hafner, D. Lee, D. Petkovic, D. Steele, and P. Yanker. Query by image and video content: The QBIC system. Computer, 28(9):23–32, Sept. 1995.

[Fogel94] D. Fogel, “An introduction to simulated evolutionary optimization,” IEEE Trans. Neural Netw., vol. 5, no. 1, pp. 3–14, Jan. 1994.

[Fournier01] J. Fournier, M. Cord, and S. Philipp-Foliguet. Retin: A content-based image indexing and retrieval system. Pattern Analysis and Applications, 4(2/3):153–173, 2001. 

[Gaing03] Zwe – Lee Gaing, “Discrete particle swarm optimization algorithm for unit commitment”, IEEE Power Engineering Society, Vol. 1, July 2003.

[Gambardella97] L. M. Gambardella and M. Dorigo. HAS-SOP: An hybrid ant system for the sequential ordering problem. Technical Report 11-97, IDSIA, Lugano, CH, 1997.

[Gambardella99] L. M. Gambardella, E. D. Taillard, and M. Dorigo. Ant colonies for the QAP. Journal of the Operational Research Society (JORS), 50(2):167–176, 1999.

[Gambardella99] L. M. Gambardella, E. Taillard, and G. Agazzi. Macs-vrptw: A multiple ant colony system for vehicle routing problems with time windows. In D. Corne, M. Dorigo, and F. Glover, editors, New Methods in Optimisation. McGraw-Hill, 1999. 

[Garber92] S. R. Garber and M. B. Grunes. The art of search: A study of art directors. In Proc. of the ACM Int. Conf. on Human Factors in Computing Systems (CHI’92), pages 157–163, 1992.

[Giacinto04] Giorgio Giacinto and Fabio Roli, “Bayesian relevance feedback for content based image retrieval”, Pattern Recognition, Vol. 37, No. 7, July 2004, pp. 1499 – 1508.

[Gies03] D.Gies, Rahmat – Sami Y, “Reconfigurable array design using parallel particle swarm optimization”, IEEE International Symposium on Antennas and Propagation, June 2003, pp. 177 – 180.
[Girolami02] M. Girolami, “Mercer kernel based clustering in feature space,” IEEE Trans. Neural Netw., vol. 13, no. 3, pp. 780–784, May 2002.

[Goldberg89] D.E.Goldberg, Genetic Algorithms in Search, Optimization and Machine Learning. Reading, MA: Addison – Wesley 1989.

[Gonzalez93] Gonzalez, R. C., Woods, R. E., Digital Image Processing, Addison Wesley Publishing Company, (1993).

[Goren-Bar04] Goren-Bar, D. & Glinansky, O. (2004). FIT-recommeding TV programs to family members. Computers and Graphics, 28, 149-156.

[Gordon99] D. Gordon. Ants at Work: How an Insect Society is Organized. The Free Press. New York, 1999.

[Guha00] S. Guha, R. Rastogi, and K. Shim, “ROCK: A robust clustering algorithm for categorical attributes,” Inf. Syst., vol. 25, no. 5, pp. 345–366, 2000. 

[Guha98] S. Guha, R. Rastogi, and K. Shim, “CURE: An efficient clustering algorithm for large databases,” in Proc. ACM SIGMOD Int. Conf. Management of Data, 1998, pp. 73–84.

[Gunn97] S. R. Gunn, “Support vector machines for classification and regression, technical report”, Image Speech and Intelligent Systems Research Group , University of Southampton, 1997.

[Hall99] L. Hall, I. Özyurt, and J. Bezdek, “Clustering with a genetically optimized approach,” IEEE Trans. Evol. Comput., vol. 3, no. 2, pp.  103–112, 1999.

[Han96] Han K.A, Myaeng, S. H “Image Organization and retrieval with automatically constructed feature vectors”, SIGI Forum (19th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval, 1996. pp. 157 – 165.

[Hathaway00] R. Hathaway, J. Bezdek, and Y. Hu, “Generalized fuzzy c-means clustering strategies using L norm distances,” IEEE Trans. Fuzzy Syst., vol. 8, no. 5, pp. 576–582, Oct. 2000.

[Heppner90]  Heppner, F., U.Grenander (1990), “A Stochastic nonlinear model for coordinated bird flocks”, In S.Krasner Ed., The Ubiquity of Chaos. AAAS Publications, Washington DC.

[Herlocker00] Herlocker, J. (2000). Understanding and Improving Automated Collaborative Filtering Systems.University of Minnesota, Minnesota.

[Herlocker01] Herlocker, J. & Konstan, J.A. (2001). Content-Independent Task-Focused Recommendation. IEEE Internet Computing, 5, 40-47.

[Herlocker02] Herlocker, J., Konstan, J.A. & Riedl, J. (2002). An empirical analysis of design choices in neighborhood-based collaborative filtering algorithms. Information Retrieval, 5, 287-310.

[Herlocker04] Herlocker, J. L., Konstan, J.A., Terveen, L.G. & Riedl, J. (2004). Evaluating Collaborative Filtering Recommender Systems. ACM Transactions on Information Systems, 22, 5-53.

[Higashi03] N.Higashi, H. Iba, “Particle Swarm optimization with Guasssian mutation”, Proc. Of the IEEE Swarm Intelligence Symposium 2003 (SIS 2003), 2003, pp. 72 – 79.

[Houseman70] Houseman, E.M. & Kaskela, D.E. (1970). State of the art of selective dissemination of information. IEEE Trans.Eng.Writing Speech III, 78-83.

[Hsu05] Chio-Ting Hsu, Chuech-Yu Li, “Relevance feedback using generalized Bayesian framework with region-based optimization learning”, IEEE Trans. on Image Processing, Vol. 14, No. 10, Oct. 2005, pp. 1617 – 1631

[Huang95] J. Huang, M. Georgiopoulos, and G. Heileman, “Fuzzy ART properties,” Neural Netw., vol. 8, no. 2, pp. 203–213, 1995.

[Hunter99] Hunter, J., “A proposal for an MPEG-7 description definition language (DDL) ,” ISO/IEC/JTC/SC29/WG11, Lancaster, UK, Feb. pp. 547 (1999). 

[Hur00] Ben-Hur, D. Horn, H. Siegelmann, and V. Vapnik, “A support vector clustering method,” in Proc. Int. Conf. Pattern Recognition, vol. 2, 2000, pp. 2724–2727.

[IBM99] “IBM Almaden Research Center, Technical summary of color descriptors for MPEG-7,” ISO/IEC JTC1/SC29/WG11, Lancaster, UK, Feb. pp. 165 (1999). 

[Ide71] E. Ide, “New experiments in relevance feedback”, In The Smart System-Experiments In Automatic Document Processing, Englewood Cliffs, NJ: Prentice Hall, 337-354, 1971.

[Ishikawa98] Y. Ishikawa, R. Subramanya, and C. Faloutsos. MindReader: Querying databases through multiple examples. In A. Gupta, O. Shmueli, and J. Widom, editors, Proc. of the 24th Int. Conf. on VLDB, pages 218–227, New York, NY,USA, Aug. 1998. Morgan Kaufmann Publishers.

[Jameson95] Jameson, A., Schäfer, R., Simons, J. & Weis, T. (1995). Adaptive Provision of Evaluation-Oriented Information: Tasks and Techniques. In Proceedings of the 14th International Joint Conference on Artificial Intelligence (pp. 1886-1893). San Mateo, CA: Morgan Kaufmann.

[Jeannin99] Jeannin, S., Bober, M. “Description of core experiments for MPEG-7 motion/shape”, ISO/IEC JTC1/SC29/ WG11N2690, Seoul, Korea, Mar. (1999). 

[Jeon03] J. Jeon, V. Lavrenko, and R. Manmatha. Automatic image annotation and retrieval using cross-media relevance models. In Proc. of the Annual Int. ACM SIGIR Conf. on Research and Development in Information Retrieval (SIGIR03), pages 119–126, New York, 2003. ACM Press.

[Jin04] Xiaoling Jin, Jianguo Zhao, Ying Sun, Kejun Li, Boquin Zhang, “Distribution network reconfiguration for load balancing using binary particle swarm optimization”, International Conference on Power System technology (PowerCon2004), Vol. 1, pp. 507 – 510.

[Jing04a] F. Jing, M. Li, Hong-Jiang Zhang, and B. Zhang “Relevance Feedback in Region-Based Image Retrieval”, IEEE Transactions on Circuits and Systems for Video Technology, Vol. 14, No. 5, May 2004.

[Jing04b] F. Jing, M. Li, Hong-Jiang Zhang, B. Zhang ,“An Efficient and Effective Region-Based Image Retrieval Framework”, IEEE Transactions on Image Processing , vol.13, no.5, May 2004.

[Juang04] Chia Feng Juang, “A hybrid of genetic algorithm and particle swarm optimization for recurrent network design”, IEEE Trans. On Systems, Machines and Cybernetics, Vol. 34, No. 2, April 2004, pp. 997 – 1006.

[Jung99] Jung, S., Kim, K., Chun, B. T., Lee, J. Y. and Bae, Y., “Color descriptor by using picture information measure of subregions in video sequence,” ISO/IEC JTC1/SC29/WG11, Lancaster, UK, Feb. pp. 549 (1999). 

[Kang03] H. Kang and B. Shneiderman. Mediafinder: An interface for dynamic personal media management with semantic regions. In Proc. of the ACM Int. Conf. on Human Factors in Computing Systems CHI’2003, pages 764–765, 2003.

[Kanungo00] T. Kanungo, D. Mount, N. Netanyahu, C. Piatko, R. Silverman, and A.Wu, “An efficient K-means clustering algorithm: Analysis and implementation,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 24, no. 7, pp. 881–892, Jul. 2000.

[Karayiannis97] N. Karayiannis, “A methodology for construction fuzzy algorithms for learning vector quantization,” IEEE Trans. Neural Netw., vol. 8, no. 3, pp. 505–518, May 1997.

[Karypis99] G. Karypis, E. Han, and V. Kumar, “Chameleon: Hierarchical clustering using dynamic modeling,” IEEE Computer, vol. 32, no. 8, pp. 68–75, Aug. 1999.

[Katharine00] Katharine E. Heintz-Knowles Images of Youth: “A Content Analysis of Adolescents In Prime-Time Entertainment Programming” April, 2000

[Kennedy01] J.Kennedy, R.C.Eberhart, Swarm Intelligence, San Mateo, CA: Morgan Kaufmann, 2001.

[Kennedy02] James Kennedy, Rui Mendes, “Population Strucutre and Particle Swarm Performance” Proc. Of Congress on Evolutionary Computation, Vol. 2, may 2002, pp. 1671 – 1676.
[Kennedy97] James Kennedy, Russell Eberhart, “A Discrete Binary Version of the particle swarm algorithm”, IEEE Conference on Systems, Man and Cybernetics, Vol. 5, Oct 1997, pp. 4104 – 4108.
[Kennedy99] ] J.Kennedy, Small Worlds and mega-minds: Effects of neighbourhood topology on particle swarm performance. Proc. Of the 1999 conference on Evolutionary Computation, 1931 – 1938.

[Kim99a] Kim, J. D. and Kim, H. K., “Shape descriptor based on multi-layer eigen vector,” ISO/IEC/JTC1/SC29/WG11, Lancaster, UK, Feb. pp. 517 (1999). 

[Kim99b] Kim, W. Y. and Kim, Y. S., “A rotation invariant geometric shape descriptor using Zernike moment,” ISO/IEC JTC1/SC29/WG11, Lancaster, UK, Feb. pp. 687 (1999).

[Kittler99] Kittler, J. “MPEG-7 application document V.8,” ISO/IEC JTC1/SC29/WG11 N2728, Seoul, Korea, Mar. (1999). 

[Knowles00] F.Kursawe, “A variant of evolution strategies for vector optimization” in Lecture Notes in Computer Science, H.P.Schwefel and R.Manner, Eds. Berlin, Germany: Springer – Verlag, Oct 1991, vol. 496, Proc. Parallel Problem Solving from Nature, 1st Workshop, PPSN I, pp. 37 – 48

[Kohonen90] T. Kohonen, “The self-organizing map,” Proc. IEEE, vol. 78, no. 9, pp. 1464–1480, Sep. 1990.

[Koskela01] M. Koskela, J. Laaksonen, E. Oja, “Comparison of Techniques for Content-Based Image Retrieval”, Proceedings of SCIUA 2001, Bergen, Norway, June 2001.

[Koskela04] M. Koskela, J. Laaksonen, and E. Oja, “Use of image Subsets in Image Retrieval with Self-Organizing Maps”,  Proceedings  for International Conference  on Image and Video Retrieval CIVR 2004,  pp. 508-516,  Dublin, 2004.

[Krishna99] K. Krishna and M. Murty, “Genetic K-means algorithm,” IEEE Trans Syst., Man, Cybern. B, Cybern., vol. 29, no. 3, pp. 433–439, Jun. 1999.

[Krishna99] K. Krishna and M. Murty, “Genetic K-means algorithm,” IEEE Trans. Syst., Man, Cybern. B, Cybern., vol. 29, no. 3, pp. 433–439, Jun. 1999. 

[Laaksonen02] Laaksonen J, Koskela M, Oja E, “PicSOM – self organizing image retrieval with MPEG – 7 content descriptors“, IEEE Trans. On Neural Networks, Vol. 13, No. 4, July 2002, pp. 841 – 853.

[Laaksonen99] J. Laaksonen, M. Koskela, and E. Oja. “PicSOM: Self-Organizing Maps for Content-Based Image Retrieval”, Proc. IJCNN'99. Washington, DC. July 1999.

[Leung00] Y. Leung, J. Zhang, and Z. Xu, “Clustering by scale-space filtering,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 22, no. 12, pp. 1396–1410, Dec. 2000.

[Li02] C. Li and G. Biswas, “Unsupervised learning with mixed numeric and nominal data,” IEEE Trans. Knowl. Data Eng., vol. 14, no. 4, pp. 673–690, Jul.-Aug. 2002.

[Li03] Y. Li, Xu, Z., An Ant Colony Optimization Heuristic for Solving Maximum Independent Set Problems, In: Proceedings of the 5th International Conference on Computational Intelligence and Multimedia Applications, Xi'an, China, (2003) 206-211

[Linden03] Linden, G., Smith, B. and York, J. (2003). Amazon.com Recommendation: Item-to-Item Collaborative Filtering. IEEE Internet Computing, January-February, 76-80.

[Liu04] Hong Bo Liu, Yi-Yuan Tang, Jun Meng, Ye Ji, “Neural Networks Learning Using VBEST Model Particle Swarm Optimization”, Proc. Of the Third International Conference on Machine Learning and Cybernatics, August 2004, pp. 3157 – 3159.

[Lovbjerg02] M.Lovbjerg, T.Krink, “Extending particle swarm optimizers with self organized critically”. Proc. IEEE Int. Congr. Evolutionary Computation 2002, Vol. 2, May 2002, pp. 1570 – 1593.

[Lozano99] J. Lozano and P. Larrañaga, “Applying genetic algorithms to search for the best hierarchical clustering of a dataset,” Pattern Recognit. Lett., vol. 20, pp. 911–918, 1999.

[Malone87] Malone, T.W., Grant, K.R., Turbak, F.A., Brobst, S.A. & Cohen, M.D. (1987). Intelligent information sharing systems. Communications of the ACM, 30, 390-402. 

[Maniezzo98] V. Maniezzo. Exact and approximate nondeterministic tree-search procedures for the quadratic assignment problem. Technical Report CSR 98-1, C. L. In Scienze dell’Informazione, Universitá di Bologna, sede di Cesena, Italy, 1998. 

[Maniezzo99] V. Maniezzo and A. Colorni. The ant system applied to the quadratic assignment problem. IEEE Trans. Knowledge and Data Engineering, 1999. 

[Maniezzp94] V. Maniezzo, A. Colorni, and M. Dorigo. The ant system applied to the quadratic assignment problem. Technical Report IRIDIA/94-28, Université Libre de Bruxelles, Belgium, 1994.

[Manjunath03] B.S.Manjunath, P. Salembier, T. Sykora, “Introduction to MPEG-7 Multimedia Content Description Interface”, March 2003

[Manjunath96] Manjunath, B. S. and Ma, W., “Texture features for browsing and retrieval of image data,” in IEEE Trans. on Pattern Analysis and Machine Intelligence, Aug. (1996).

[Mao96] J. Mao and A. Jain, “Aself-organizing network for hyperellipsoidal clustering (HEC),” IEEE Trans. Neural Netw., vol. 7, no. 1, pp. 16–29, Jan. 1996.

[Markkula00] M. Markkula and E. Sormunen. End-user searching challenges indexing practices in the digital newspaper photo archive. Information Retrieval, 1(4):259–285, 2000.

[Matthews42] R. W. Matthews, J. R. Matthews. Insect Behavior. Wiley-Interscience. University of Georgia. New York, 1942.

[Maulik00] U. Maulik and S. Bandyopadhyay, “Genetic algorithm-based clustering technique,” Pattern Recognit., vol. 33, pp. 1455–1465, 2000.

[McCarthy04] McCarthy, K., Reilly, J., McGinty, L. & Smyth, B. (2004). On the Dynamic Generation of Compound Critiques in Conversational Recommender Systems. In P. De Bra & W. Nejdl (Eds.), Proceedings of Adaptive Hypermedia and Adaptive Web-Based Systems 2004 (LNCS 3137 ed., pp. 176-184). Eindhoven, the Netherlands: Springer.

[McNee03] McNee, S.M., Lam, S.K., Guetzlaff, C., Konstan, J.A. & Riedl, J. (2003). Confidence Displays and Training in Recommender Systems. In Proceedings of INTERACT '03 IFIP TC13 International Conference on Human-Computer Interaction (pp. 176-183). Zurich, Switzerland: IOS Press

[Melville02] Melville, P., Mooney, R.J. & Nagarajan, R. (2002). Content-Boosted Collaborative Filtering for Improved Recommendations. In Proceedings of the Eighteenth National Conference on Artificial Intelligence (AAAI-2002) (pp. 187-192). Edmonton, Canada: American Association for Artificial Intelligence.

[Meng04] Hong Ji Meng, Rong Yang Wu, Xiao-Jing Hao, Zhi Xie, “ A Hybrid Particle Swarm Algorithm with Embedded Chaotic search”, Proc. Of IEEE Conference on Cybernetics and Intelligent Systems, Dec. 2004, pp. 367 – 371.

[Merloti04] P.E Merloti. Optimization Algorithms Inspired by Biological Ants and Swarm Behavior. 2295 Cabo Bahia, Chula Vista, CA 91914 United States of America, June of 2004.

[Michel98] R. Michel and M. Middendorf. An island model based ant system with look a head for the shortest super sequence problem. In A. E. Eiben, T. Back, M. Schoenauer, and H.-P. Schwefel, editors, Proceedings of PPSN-V, Fifth International Conference on Parallel Problem Solving from Nature, pages 692–701. Springer-Verlag, 1998. 

[Michel99] R. Michel and M. Middendorf. An ACO algorithm for the shortest common supersequence problem. In D. Corne, M. Dorigo, and F. Glover, editors, New Methods in Optimisation. McGraw-Hill, 1999.

[Michel99] R. Michel and M. Middendorf. An ACO algorithm for the shortest common supersequence problem. In D. Corne, M. Dorigo, and F. Glover, editors, New Methods in Optimisation. McGraw-Hill, 1999.

[Miller99] C. Miller, J. Gurd, and A. Brass, “ARAPID algorithm for sequence database comparisons: Application to the identification of vector contamination in the EMBL databases,” Bioinformatics, vol. 15, pp. 111–121, 1999.

[Moore99] J.Moore, R.Chapman, Application of Particle Swarm to Multiobjective Optimization: Dept. Comput. Sci. Software Eng,. Auburn Univ., 1999

[Mottaleb99] Mottaleb, M. A., “A descriptor for the edges in still images,” ISO/IEC  JTC1/SC29/WG11,Lancaster, UK, Feb. pp. 649 (1999). 

[Müller01] K. Müller, S. Mika, G. Rätsch, K. Tsuda, and B. Schölkopf, “An introduction to kernel-based learning algorithms,” IEEE Trans. Neural Netw., vol. 12, no. 2, pp. 181–201, Mar. 2001.

[Muller99] Muller, K.,  Ohm, J.R. “MPEG-7 requirements document V.8,” ISO/IEC JTC1/SC29/WG11 N2727, Seoul, Korea, Mar. (1999). 

[Muller99] Muller, K. and Ohm, J. R., “Wavelet-based contour descriptor,” ISO/IEC/JTC1/ SC29/WG11, Lancaster, UK, Feb. pp. 567 (1999). 

[Murty99] Jain, M. Murty, and P. Flynn, “Data clustering: A review,” ACM Comput. Surv., vol. 31, no. 3, pp. 264–323, 1999.

[Neale86] Neale, J.M. & Liebert, R.M. (1986). Science and Behavior: An Introduction to Methods of Research. (3ed.) Englewood Cliffs, New Jersey: Prentice-Hall, Inc

[Nevel98] Nevel, A. V., “Texture synthesis via matching first and second order statistics of a wavelet frame decomposition,” in IEEE International Conference on Image Processing, (1998). 

[Niblack94] W.Niblack, R.Barber et al,. “The QBIC Project: Querying images by content using colour, texture and shape”, Proc. SPIE Storage and Retrieval for Image and Video Databases, Feb 1994.

[Oliva01] A. Oliva and A. Torralba. Modeling the shape of the scene: A holistic representation of the spatial envelope. Int. Journal of Computer Vision (Kluwer Academic Publishers), 2001.

[Pal93] N. Pal, J. Bezdek, and E. Tsao, “Generalized clustering networks and Kohonen’s self-organizing scheme,” IEEE Trans. Neural Netw., vol. 4, no. 4, pp. 549–557, Jul. 1993.

[Pazzani97] Pazzani, M.J. & Billsus, D. (1997). Learning and revising user profile: The identification of interesting web sites. Machine Learning, 27, 313-331. 

[Pazzani99] Pazzani, M.J. (1999). A Framework for Collaborative, Content-Based and Demographic Filtering. Artificial Intelligence Review, 13, 393-408.

[Porkaew99] K. Porkaew, K. Chakrabarti, and S. Mehrotra. Query refinement for multimedia similarity retrieval in MARS. In Proc. of the ACM Int. Conf. on Multimedia, pages 235–238, Orlando, Florida, 1999.

[Potter94] M.A.Potter, K.A.de Jong, “A Cooperative coevolutionary approach to function optimization”, The Third Parallel Problem solving from Nature. Berling, Springer – Verlag, 1994, pp. 249 – 257.

[Puri99] Puri, A., Huang, Q., Smith, J. R., Kim, M. C., Mohan, R., Li, C. S., Bergman, L. D., Eleftheriadis, A., Benetiz, A. B., Fang, Y., Rajendran, R. K. and Chang, S. F., “MPEG multimedia language (MML): a proposal for MPEG-7 DDL,” ISO/IEC TC1/SC29/WG11, Lancaster, UK, Feb. pp. 484 (1999). 

[Ramos00] V. Ramos, F. Almeida. Artificial Ant Colonies in Digital Image Habitats - A Mass Behavior Effect Study on Pattern Recognition. Proceedings of ANTS'2000 - 2nd International Workshop on Ant Algorithms (From Ant Colonies to Artificial Ants), pp. 113-116, Brussels, Belgium, 7-9, Sept. 2000.

[Ramos03a] V. Ramos, A. Abraham. Swarms on Continuous Data. CEC'03 - Congress on Evolutionary Computation, IEEE Press, pp. 1370-1375, Canberra, Australia, 8-12 Dec. 2003.

[Ramos03b] V. Ramos, A. Abraham. Web Usage Mining Using Artificial Ant Colony Clustering and Genetic Programming. CEC'03 - Congress on Evolutionary Computation, IEEE Press, pp. 1384-1391, Canberra, Australia, 8-12 Dec. 2003.

[Ratnaweera04] Ratnaweera A, Halgamuge S.K, Watson H.C, “Self – Organizing hierarchical particle swarm optimizer with time-varying acceleration coefficients”, IEEE Trans. On Evolutionary Computation, Col. 8, No. 3, June 2004, pp. 240 – 255.

[Ray02] T.Ray, K.M.Liew, “A Swarm metaphor for multiobjective design optimization” Eng. Opt., vol. 34, No. 2, pp. 141 – 153, March 2002

[Relevance98] “Relevance feedback techniques in interactive content-based image retrieval systems”, Proc. IEEE Workshop Content Based Access of Image and Video Libraries (in conjunction with IEEE CVPR’97) 1997.

[Resnick94] Resnick, P., Iacovou, N., Suchak, M., Bergstrom, P. & Riedl, J. (1994). GroupLens: An Open Architecture for Collaborative Filtering of Netnews. In Proceedings of CSCW’94 (pp.175-186). Chapel Hill, NC, USA: ACM. 

[Resnick97] Resnick, P. & Varian, H.R. (1997). Recommender Systems. Communications of the ACM, 40, 56-58.

[Reynolds87] Reynolds, C.W (1987), Flocks, herds and schools: a distributed behavioural model. Computer Graphics, pp. 25 – 34.

[Rich98] Rich, E. (1998). User modeling via stereotypes. In M.T. Maybury & W. Wahlster (Eds.), Readings in intelligent user interfaces (pp. 329-341). San Francisco: Morgan Kaufmann Publishers Inc.

[Riesbeck89] Riesbeck, C.K. & Schank, R. (1989). Inside Case-Based Reasoning. Northvale, NJ: Lawrence Erlbaum Associates.

[Rocchio71] J. Rocchio, “Relevance feedback in information retrieval”, In The Smart System-Experiments In Automatic Document Processing, Englewood Cliffs, NJ: Prentice Hall, 313-323, 1971.

[Rocchio71] J. J. Rocchio. Relevance feedback in information retrieval. In G. Salton, editor, The SMART retrieval system: experiments in automatic document processing, pages 313–323. Prentice-Hall, Englewood Cliffs, US, 1971.

[Rodden01] K. Rodden, W. Basalaj, D. Sinclair, and K. Wood. Does organisation by similarity assist image browsing? In Proc. of the ACM Int. Conf. on Human Factors in Computing Systems, Sensable Navigation Search, pages 190–197, 2001.

[Rose98] K. Rose, “Deterministic annealing for clustering, compression, classification, regression, and related optimization problems,” Proc. IEEE, vol. 86, no. 11, pp. 2210–2239, Nov. 1998.

[Rubner98] Y. Rubner, C. Tomasi, and L. J. Guibas, “A metric for distributions with applications to image databases”, IEEE International Conference on Computer Vision, pages 59-66, January 1998.

[Rui00] Y. Rui and T. S. Huang. Optimizing learning in image retrieval. In IEEE Proc. of Conf. on Computer Vision and Pattern Recognition (CVPR-00), pages 236–245, Los Alamitos, June 2000. IEEE Computer Society Press.
[Rui98] Y. Rui, T. S. Huang, M. Ortega, and S. Mehrotra. Relevance feedback: A power tool for interactive contentbased image retrieval. IEEE Trans. Circuits Syst. Video Technol., 8(5):644–655, Sept. 1998. Special Issue on Segmentation, Description, and Retrieval of Video Content.

[Rui97] Y.Rui, T.S.Huang, S.Mehrotra, M.Ortega, “Automatic matching tool selection using relevance feedback in MARS”, Proc. 2nd Int. Conf. Visual Inform. Syst., 1997.
[Salton71] G. Salton, “Relevance feedback and the optimization of retrieval effectiveness”, In The Smart System-Experiments In Automatic Document Processing, Englewood Cliffs, NJ: Prentice Hall, 337-354, 1971.

[Salton83] G. Salton and M. J. McGill. Introduction to Modern Information Retrieval. McGraw-Hill, Tokio, 1983.

[Salton90] G. Salton and C. Buckley, “Improving retrieval performance by relevance feedback”, Journal of the American Society for Information Science, 41(4): 288-297, 1990

[Salton89] Salton, G. Automatic Text Processing. Addison-Wesley, 1989.

[Santini00] S. Santini and R. Jain. Integrated browsing and querying for image databases. IEEE Trans. Multimedia, 7(3):26–39, July–Sept. 2000. 

[Sarwar98] Sarwar, B.M., Konstan, J.A., Borchers, A., Herlocker, J., Miller, B. & Riedl, J. (1998). Using filtering agents to improve prediction quality in the GroupLens research collaborative filtering system. In Proceedings of CSCW’98 (pp. 345-354). ACM.

[Sarwar00] Sarwar, B.M., Karypis, G., Konstan, J.A. & Riedl, J. (2000). Application of Dimensionality Reduction in Recommender System - A Case Study. In Proceedings of WebKDD 2000 Web Mining for E-Commerce Workshop. ACM.

[Schafer01] Schafer, J.B., Konstan, J.A., & Riedl, J. (2001). E-Commerce Recommendation Applications. Journal of Data Mining & Knowledge Discovery, 115-153

[Sethi99] Sethi I.K, Coman I, “Image Retrieval using hierarchical self organizing feature map”, Pattern Recognition Letter 1999, pp. 1337 – 1345.

[Shamir99] Ben-Dor, R. Shamir, and Z. Yakhini, “Clustering gene expression patterns,” J. Comput. Biol., vol. 6, pp. 281–297, 1999.

[Shardanand95] Shardanand, U. & Maes, P. (1995). Social information filtering: algorithms for automated "Word of Mouth". In Proceedings of Human factors in computing systems 1995 (pp. 210-217). New York: ACM.

[Shi98] Y.Shi, R.Eberhart, “Computation between genetic algorithms and particle swarm optimization” in Lecture Notes in Computer Science – Evolutionary Programming VII Vol. 1447, Proc. 7th Int. Conf. Evolutionary Programming, Mar 1998, pp. 611 – 616.

[Smeulders00] A. W. Smeulders, M. Worring, S. Santini, A. Gupta, and R. Jain. Content-based image retrieval at the end of the early years. IEEE Trans. Pattern Analysis and Machine Intelligence, 22(12):1349–1380, Dec. 2000.

[Smyth00] Smyth, B. & Cotter, P. (2000). A personalised TV listings service for the digital TV age. Knowledge-Based Systems, 13, 53-59.

[Socha04] K. Socha, “Extended ACO for continuous and mixed-variable optimization,” in Proceedings of ANTS 2004 – Fourth International Workshop on Ant Algorithms and Swarm Intelligence, ser. Lecture Notes in Computer Science, M. Dorigo, M. Birattari, C. Blum, L. M. Gambardella, F. Mondada, and T. St¨utzle, Eds. Springer Verlag, Berlin, Germany, 2004, to appear.

[Stützle98] T. Stützle and H. Hoos. MAX–MIN Ant system and local search for combinatorial optimization problems. In S. Voß, S. Martello, I.H. Osman, and C. Roucairol, editors, Meta-Heuristics: Advances and Trends in Local Search Paradigms for Optimization, pages 137–154. Kluwer, Boston, 1998.

[Su00] M. Su and H. Chang, “Fast self-organizing feature map algorithm,” IEEE Trans. Neural Netw., vol. 11, no. 3, pp. 721–733, May 2000.

[Su01] M. Su and C. Chou, “A modified version of the K-means algorithm with a distance based on cluster symmetry,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 23, no. 6, pp. 674–680, Jun. 2001.

[Su01] M. Su and C. Chou, “A modified version of theK-means algorithm with a distance based on cluster symmetry,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 23, no. 6, pp. 674–680, Jun. 2001.

[Su02] Z. Su and H.-J. Zhang. Relevance feedback in CBIR. In X. Zhou and P. Pu, editors, Sixth Working Conference on Visual Database Systems (VDB’02), May 29-31, 2002, Bisbane, Australia, volume 216 of IFIP Conference Proceedings, pages 21–35. Kluwer Academic Publishers, 2002.

[Su03] Zhong Su, Hongjiang Zhang, Li. S, Shaoping Ma, “Relevance Feedback in content based image retrieval: Bayesian framework, feature subspaces and progressive learning“, IEEE Trans. on Image Processing, Vol. 12, No. 8, Aug 2003, pp. 924 – 937

[Sudd67] J. H. Sudd. An Introduction to the Behavior of Ants. The University of Hull. St. Martin’s Press. New York, 1967.

[Tabatabai99] Tabatabai, A., “Color representation for visual objects,” ISO/IEC JTC1/SC29/ WG11, Lancaster, UK, Feb. pp. 576 (1999). 

[Tamura84] H. Tamura and N. Yokoya. Image database systems: A survey. Pattern Recognition, 17(1):29–43, 1984.

[Thong03] Thong, J.V. -Blackwell, S. - Weikart, Ch. -Mandviwala, H.A.:  “Multimedia Content Analysis and Indexing: Evaluation of a Distributed and Scalable  Architecture”, 2003 

[Tian00] Q. Tian, P. Hong, T. S. Huang, “Update relevant image weights for content-based image retrieval using support vector machines”, IEEE International Conference on Multimedia and Expo, Hilton New York & Towers, New York, NY, July 30 - Aug. 2, 2000.

[Tong01] ] S. Tong and E. Chang. Support vector machine active learning for image retrieval. In Proc. of the ACM Int. Conf. on Multimedia, pages 107–118. ACM Press, 2001.

[Tran02] Tran, T. & Cohen, R. (2002). Hybrid Recommender Systems for Electronic Commerce. In Knowledge-Based Electronic Markets, Papers from the AAAI Workshop (pp. 78-83). Menlo Partk, CA: AAAI Press.

[Tseng01] L. Tseng and S. Yang, “A genetic approach to the automatic clustering problem,” Pattern Recognit., vol. 34, pp. 415–424, 2001.

[Urban05] J. Urban and J. M. Jose. EGO: A personalised multimedia management and retrieval tool. International Journal of Intelligent Systems (IJIS), Special Issue on ’Intelligent Multimedia Retrieval’, 2005. to appear.

[VanSetten02] van Setten, M., Veenstra, M. & Nijholt, A. (2002). Prediction Strategies: Combining Prediction echniques to Optimize Personalisation. In L. Ardissono (Ed.), Proceedings of the workshop "Personalization in Future TV’02" at Hypermedia’2002 (pp. 23-32). Malaga, Spain.

[VanSetten05] Van Setten, M. (2005). Ssupporting people in finding information: Hybrid recommender systems and goal-based structuring.Telematica Instituut, Enschede.

[Vasconcelos00] N. Vasconcelos and A. Lippman. Bayesian relevance feedback for content-based image retrieval. In IEEE Proc. of Workshop on Content-based Access of Image and Video Libraries, pages 63–67, 2000.

[Vesanto00] J. Vesanto and E. Alhoniemi, “Clustering of the self-organizing map,” IEEE Trans. Neural Netw., vol. 11, no. 3, pp. 586–600, May 2000.

[Video98] “Exploring video structures beyond the shots”, Proc. IEEE Conf. Multimedia Computing and System. 1998
[Viktor02] Viktor S. Wold Eide, V.S.- Eliassen, F.- Granmo, O.Ch. – Lysne, O.: “Scalable Independent Multi-level Distribution in  Multimedia Content Analysis”, 2002

[Vlassis03] Likas, N. Vlassis, and J. Verbeek, “The global K-means clustering algorithm,” Pattern Recognit., vol. 36, no. 2, pp. 451–461, 2003.

[Wan96] Wan, X. and Kuo, C. C. J., “Image retrieval based on JPEG compressed data,” in SPIE Multimedia Storage and Archiving Systems, Nov. (1996).

[Wang03] Kang – Ping Wang, Lan Huang, Chun – Guang Zhou, Wei Pang, “Particle Swarm Optimization for traveling salesman problem”, International Conference on Machine Learning and Cybernatics, Vol. 3, Nov 2003, pp. 1583 – 1585.
[Wasfi99] Wasfi, A. M. (1999). Collecting User Access Patterns for Building User Profiles and Collaborative Filtering. In Proceedings of the 1999 International Conference on Intelligent User Interfaces (pp. 57-64). Redondo, CA.

[Watts98] D.J.Watts, S.H.Strogatz, Collective dynamics of Small world networks, Nature 393, 440 – 442.

[Watts99] D.J.Watts, Small Worlds: The Dynamics of Networks Between Order and Randomness, Priceton University press 1999.

[White98] T. White, B. Pagurek, and F. Oppacher. Connection management using adaptive mobile agents. In H.R. Arabnia, editor, Proceedings of the International Conference on Parallel and Distributed Processing Techniques and Applications (PDPTA’98), pages 802–809. CSREA Press, 1998. 

[Wood98] Wood, M., Campbell, N. and Thomas, B., “Iterative refinement by relevance feedback in content-based digital image retrieval,” in ACM Multimedia'98, Bristol, UK, (1998)

[Wood98] M. E. J. Wood, B. T. Thomas, and N. W. Campbell. Iterative refinement by relevance feedback in content-based digital image retrieval. In ACM Multimedia 98, pages 13–20, Bristol, UK, Sept. 1998. ACM Press.

[Wu03] K. Wu and K.-H. Yap, "Fuzzy relevance feedback in content-based image retrieval," Proc. Int. Conf. Information, and Signal Processing and Pacific-Rim Conf. Multimedia, Singapore, 2003.

[Wu99] Wu, P., Ma, W.Y., Manjunath, B. S., Shin, H. and Choi, Y., “Texture descriptor,” ISO/IEC/JTC1/SC29/WG11, Lancaster, UK, Feb. pp. 77 (1999).

[Xiao03] Xiang Xiao, E.R. Dow, R. Eberhart, Z.B. Miled, R.J.Oppelt, “Gene Clustering using self organizing maps and particle swarm optimization”, Proc. International Parallel and Distributed Processing Symposium, April 2003.

[Xie02] X.F.Xie, W.J.Zhang, Z.L.Zhi-Lian Yang, “A dissipative particle swarm optimization”, Proc. IEEE Congr Evolutionary Computation 2002, Vol. 2, May 20002, pp. 1456 – 1461.

[Xu05] Rui Xu, Donald Wunsch II, “Survey of Clustering Algorithms”, IEEE Trans. Neural Netw, vol. 16 no.3, pp. 645 – 678, May 2005.

[Yager00] R. Yager, “Intelligent control of the hierarchical agglomerative clustering process,” IEEE Trans. Syst., Man, Cybern., vol. 30, no. 6, pp. 835–845, 2000.

[Yang99] Yang, Z. and Kuo, C. C. J., “Content- based image retrieval via adaptive multi-feature templates,” in SPIE Multimedia Storage and Archiving System IV, Sep. (1999).

[Yank99] Z. Yank, C. J. Kuo, Survey on Image Content Analysis, Indexing, and Retrieval Techniques and Status Report of MPEG-7, Los Angeles, CA 90089-2564, 1999

[Yu95] Yu, H. H. and Wolf, W., “Scenic classification methods for image and video databases,” in SPIE Digital Image Storage and Archiving Systems, (1995).

[Yuan04] Ping Yuan, Chunlin Ji, Yangyang Zhang, Yue Wang, “Optimal Multicast routing in wireless ad hoc sensor networks”, IEEE International Conference on Networking Sensing and Control, Vol. 1, Mar. 2004, pp. 367 – 371.
[Zhang95] Zhang H, Zhong D, “A scheme for visual feature based image indexing”, Storage and Retrieval for Image and Video Databases III (SPIE) San Jose, CA, Feb. 1995, pp. 2420.

[Zhang96] T. Zhang, R. Ramakrishnan, and M. Livny, “BIRCH: An efficient data clustering method for very large databases,” in Proc. ACM SIGMOD Conf. Management of Data, 1996, pp. 103–114.

[Zhao03] Tong Zhao, Lilian H.Tang, Horace H.S.Ip, Feihu Qi, “On relevance feedback and similarity measure for image retrieval with synergetic neural nets”, Neurocomputing, Vol. 51, April 2003, pp. 105 – 124

[Zheng03] H. Zheng, Zheng, Z., Xiang, Y., The application of ant colony system to image textute classification, In: Proceedings of the 2nd international Conference on Machine Learning and Cybernetics, Vol. 3, Xi'an, China, (2003) 1491-1495

[Zhi04] X.H.Zhi, X.L.Xing, Q.X.Wang, L.H.Zhang, X.W.Yang, C.G.Zhou, Y.C. Liang, “A Discrete PSO method for generalized TSP Problem”, Proc. Of International Conference on Machine Learning and Cybernetics, Vol. 4, Aug 2004, pp. 689 – 694.

[Zhou02] X. S. Zhou and T. S. Huang. Unifying keywords and visual contents in image retrieval. IEEE Multimedia, 9(2):23–33, 2002.

[Zhou03] X. S. Zhou and T. Huang. Relevance feedback in image retrieval: A comprehensive review. ACM Multimedia Systems Journal, Special Issue on CBIR, 8(6):536–544, 2003.

 [APPENDICIES – as appropriate]
User





Browsing


Querying


Retrieval





Watermarking


Indexing














Description


Scheme














Description Definition Language





Descriptors N





Descriptors 2





Descriptors 1


























            . . . 





Feature Extraction





Data





Compression





Image Content








PAGE  
2

_1211072607.unknown

_1211078598.unknown

_1211079637.unknown

_1211674879.unknown

_1211682293.unknown

_1211682574.unknown

_1212223729.unknown

_1213809411.unknown

_1213951815.unknown

_1213952242.unknown

_1213952417.unknown

_1213951949.unknown

_1213951704.unknown

_1212661713.unknown

_1213809402.unknown

_1211682677.unknown

_1211682768.unknown

_1211682605.unknown

_1211682427.unknown

_1211682502.unknown

_1211682544.unknown

_1211682445.unknown

_1211682411.unknown

_1211682419.unknown

_1211682359.unknown

_1211675272.unknown

_1211682257.unknown

_1211682279.unknown

_1211681757.unknown

_1211675170.unknown

_1211675271.unknown

_1211675153.unknown

_1211296594.unknown

_1211586603.unknown

_1211674835.unknown

_1211674863.unknown

_1211597264.unknown

_1211597289.unknown

_1211597319.unknown

_1211674821.unknown

_1211597365.unknown

_1211597304.unknown

_1211597276.unknown

_1211586804.unknown

_1211586813.unknown

_1211586608.unknown

_1211296797.unknown

_1211354242.unknown

_1211354250.unknown

_1211586305.unknown

_1211296809.unknown

_1211296766.unknown

_1211296778.unknown

_1211296737.unknown

_1211296749.unknown

_1211079697.unknown

_1211079733.unknown

_1211296556.unknown

_1211296577.unknown

_1211296530.unknown

_1211079738.unknown

_1211079711.unknown

_1211079725.unknown

_1211079706.unknown

_1211079673.unknown

_1211079688.unknown

_1211079668.unknown

_1211078789.unknown

_1211078886.unknown

_1211079541.unknown

_1211079564.unknown

_1211079625.unknown

_1211079550.unknown

_1211079362.unknown

_1211079526.unknown

_1211078900.unknown

_1211078850.unknown

_1211078869.unknown

_1211078881.unknown

_1211078857.unknown

_1211078800.unknown

_1211078833.unknown

_1211078795.unknown

_1211078707.unknown

_1211078737.unknown

_1211078766.unknown

_1211078771.unknown

_1211078747.unknown

_1211078723.unknown

_1211078729.unknown

_1211078718.unknown

_1211078645.unknown

_1211078666.unknown

_1211078677.unknown

_1211078701.unknown

_1211078657.unknown

_1211078616.unknown

_1211078633.unknown

_1211078609.unknown

_1211074769.unknown

_1211075116.unknown

_1211077906.unknown

_1211078024.unknown

_1211078498.unknown

_1211078558.unknown

_1211078568.unknown

_1211078551.unknown

_1211078053.unknown

_1211078191.unknown

_1211078043.unknown

_1211077952.unknown

_1211077979.unknown

_1211077997.unknown

_1211077965.unknown

_1211077926.unknown

_1211077938.unknown

_1211077915.unknown

_1211076095.unknown

_1211077739.unknown

_1211077878.unknown

_1211077898.unknown

_1211077756.unknown

_1211076159.unknown

_1211076216.unknown

_1211076236.unknown

_1211076250.unknown

_1211076224.unknown

_1211076189.unknown

_1211076149.unknown

_1211075186.unknown

_1211075234.unknown

_1211075317.unknown

_1211075339.unknown

_1211075358.unknown

_1211075380.unknown

_1211075323.unknown

_1211075289.unknown

_1211075308.unknown

_1211075268.unknown

_1211075199.unknown

_1211075215.unknown

_1211075193.unknown

_1211075131.unknown

_1211075179.unknown

_1211075123.unknown

_1211074919.unknown

_1211075038.unknown

_1211075082.unknown

_1211075095.unknown

_1211075107.unknown

_1211075089.unknown

_1211075065.unknown

_1211075073.unknown

_1211075044.unknown

_1211075007.unknown

_1211075023.unknown

_1211075030.unknown

_1211075013.unknown

_1211074940.unknown

_1211074946.unknown

_1211074931.unknown

_1211074854.unknown

_1211074883.unknown

_1211074895.unknown

_1211074903.unknown

_1211074889.unknown

_1211074869.unknown

_1211074874.unknown

_1211074862.unknown

_1211074810.unknown

_1211074821.unknown

_1211074837.unknown

_1211074815.unknown

_1211074797.unknown

_1211074804.unknown

_1211074776.unknown

_1211073814.unknown

_1211074615.unknown

_1211074652.unknown

_1211074713.unknown

_1211074750.unknown

_1211074659.unknown

_1211074630.unknown

_1211074637.unknown

_1211074620.unknown

_1211074147.unknown

_1211074176.unknown

_1211074195.unknown

_1211074588.unknown

_1211074158.unknown

_1211073970.unknown

_1211073987.unknown

_1211073840.unknown

_1211073094.unknown

_1211073319.unknown

_1211073586.unknown

_1211073601.unknown

_1211073527.unknown

_1211073125.unknown

_1211073237.unknown

_1211073108.unknown

_1211072688.unknown

_1211072746.unknown

_1211073042.unknown

_1211072715.unknown

_1211072643.unknown

_1211072666.unknown

_1211072624.unknown

_1209555855.unknown

_1211069249.unknown

_1211070332.unknown

_1211070487.unknown

_1211070544.unknown

_1211070902.unknown

_1211072546.unknown

_1211070610.unknown

_1211070517.unknown

_1211070531.unknown

_1211070505.unknown

_1211070377.unknown

_1211070402.unknown

_1211070427.unknown

_1211070393.unknown

_1211070356.unknown

_1211070366.unknown

_1211070344.unknown

_1211069392.unknown

_1211070047.unknown

_1211070301.unknown

_1211070319.unknown

_1211070235.unknown

_1211069421.unknown

_1211069433.unknown

_1211069407.unknown

_1211069330.unknown

_1211069353.unknown

_1211069380.unknown

_1211069340.unknown

_1211069328.unknown

_1211069329.unknown

_1211069327.unknown

_1211068679.unknown

_1211069014.unknown

_1211069150.unknown

_1211069221.unknown

_1211069234.unknown

_1211069160.unknown

_1211069059.unknown

_1211069071.unknown

_1211069034.unknown

_1211068808.unknown

_1211068894.unknown

_1211068937.unknown

_1211068851.unknown

_1211068738.unknown

_1211068794.unknown

_1211068697.unknown

_1209556560.unknown

_1211065489.unknown

_1211068413.unknown

_1211068489.unknown

_1211068518.unknown

_1211068454.unknown

_1211065630.unknown

_1211068380.unknown

_1211065572.unknown

_1209569070.unknown

_1209569338.unknown

_1209569398.unknown

_1211065466.unknown

_1209569431.unknown

_1209569386.unknown

_1209569283.unknown

_1209569320.unknown

_1209569205.unknown

_1209569036.unknown

_1209569045.unknown

_1209568998.unknown

_1209556301.unknown

_1209556395.unknown

_1209556469.unknown

_1209556534.unknown

_1209556415.unknown

_1209556359.unknown

_1209556368.unknown

_1209556325.unknown

_1209555961.unknown

_1209556004.unknown

_1209556079.unknown

_1209555989.unknown

_1209555891.unknown

_1209555908.unknown

_1209555877.unknown

_1209552100.unknown

_1209553790.unknown

_1209555594.unknown

_1209555697.unknown

_1209555729.unknown

_1209555795.unknown

_1209555716.unknown

_1209555633.unknown

_1209555657.unknown

_1209555622.unknown

_1209553865.unknown

_1209553980.unknown

_1209554046.unknown

_1209553900.unknown

_1209553808.unknown

_1209553845.unknown

_1209553801.unknown

_1209553119.unknown

_1209553645.unknown

_1209553739.unknown

_1209553776.unknown

_1209553686.unknown

_1209553161.unknown

_1209553639.unknown

_1209553123.unknown

_1209552563.unknown

_1209552630.unknown

_1209552674.unknown

_1209552602.unknown

_1209552349.unknown

_1209552402.unknown

_1209552198.unknown

_1153490124.doc
[image: image1.wmf]M


[image: image2.wmf]M


[image: image3.wmf]M








Image



database







Feature 2







Feature 1







Feature n







� EMBED Equation.3  ���







SOMs







Retrieved Image Subsets







Combined



set of relevant images 







� EMBED Equation.3  ���











_1153490067.unknown



_1153490108.unknown




_1209550466.unknown

_1209550810.unknown

_1209551246.unknown

_1209551319.unknown

_1209551363.unknown

_1209552087.unknown

_1209551334.unknown

_1209551314.unknown

_1209551111.unknown

_1209551214.unknown

_1209550847.unknown

_1209550766.unknown

_1209550783.unknown

_1209550577.unknown

_1209514739.unknown

_1209515410.unknown

_1209550355.unknown

_1209515310.unknown

_1209416926.unknown

_1209514638.unknown

_1209514692.unknown

_1209456376.unknown

_1209456392.unknown

_1209514448.unknown

_1209456388.unknown

_1209456358.unknown

_1209456365.unknown

_1153491534.unknown

_1155305751.unknown

_1153491296.unknown

_1152263430.unknown

_1152263778.unknown

_1152264450.unknown

_1152264704.unknown

_1152266015.unknown

_1153231587.unknown

_1153231617.unknown

_1152265970.unknown

_1152264520.unknown

_1152263934.unknown

_1152264096.unknown

_1152263792.unknown

_1152263598.unknown

_1152263773.unknown

_1152263440.unknown

_1151391277.unknown

_1151393740.unknown

_1152263335.unknown

_1152263345.unknown

_1152263316.unknown

_1151393746.unknown

_1151393238.unknown

_1151393489.unknown

_1151393501.unknown

_1151393465.unknown

_1151393475.unknown

_1151393295.unknown

_1151393208.unknown

_1151336576.unknown

_1151336594.unknown

_1151390902.unknown

_1151336509.unknown

_1151336525.unknown

